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information d herein is based on a series of technical reports
written by Dr. Wllllam W Walker and nubllshed by the U.S. Army Engineer
Waterways Experiment Station (WES). These previous reports summarized
work conducted as part of the Environmental and Water Quality Operational
Studies Program, sponsored by the Headquarters, U.S. Army Corps of Engi-
neers (HQUSACE). Preparation of this report was sponsored by HQUSACE,
as part of the Water Operations Technical Support (WOTS) Program. The
WOTS Program was assigned to WES under the purview of the Environmental
Laboratory (EL). Funding was provided under Department of the Army
Appropriation 96X3123, Operations and Maintenance. The WOTS was man-
aged under the Environmental Resources Research and Assistance Programs
(ERRAP), Mr. J. L. Decell, Manager. Mr. Robert C. Gunkel was Assistant
Manager, ERRAP, for the WOTS. Program Monitors for WOTS were
Messrs. Frederick B. Juhle and Rixie Hardy, HQUSACE.
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cation assessment and prediction: User manual ” Instruction
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Three computer programs facilitate data reduction and model implementa-
tion. While the assessment procedures and programs can be “run” based upon
the information contained in this report, their intelligent “use” requires an
understanding of basic modeling concepts and familiarity with the supporting
research. Review of the above research reports and related references on this
topic (see References and Bibliography) will facilitate proper use of the tech-
niques described below.

Eutrophication can be defined as the enrichment of water bodies leading to
an excessive production of organic materials by algae and/or aquatic plants.
This process has several direct and indirect impacts on reservoir water quality
and beneficial uses. Common measures of eutrophication include total nutrient
concentrations (phosphorus and nitrogen), chiorophyli a (a measure of aigal
density), Secchi depth (a measure of transparency), organic nutrient forms
(nitrogen and carbon), and hypolimnetic dissolved oxygen depietion.

™. _ L__°_ _ .0 ___ ¥ _ ¥ o _ b 3____°*‘t b 0 . o V_u_ __a__ __1
1N€e DASIS 01 N moaelmg approacn acesCrioea oveiow IS 10 reiate euuopni-
cation symptoms to exiernal nuirient loadings, hydrology, and reservoir morph-
ometry using statistical models derived from a representative cross section of
,AC AT o Ml anm ammliad ¢4 avictisme racmrcrnien tha smvadala smensrsda o Fenman
TOOCTIVUIID., WIICIL 4 nuedu w U)\lbllllg TCSCTI VUILID, UIC ITTIVUCI pl OUOVIUC a 11 110~
wnrl far intarnrating watar Aannalify manitaring Aata and nradiscrting
VIRN 1Vl Uiwl lcuus (1] § \l ll,y 111VUINV1L llls uata ua Pl Culblllls
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effects of future changes in external nutrient loadings. The models can also be
used to predict water quality conditions in a proposed reservoir.

Three basic phases are involved in applying the methodology to an existing
or proposed reservoir:

a. Analysis and reduction of tributary water quality data.
b. Analysis and reduction of pool water quality data.
¢. Model implementation.

A separate computer program has been developed for each phase. The data-
reduction phases are critical steps in the modeling process. The programs can
also be used in other aspects of reservoir operation and management, including
monitoring program design and generalized data analysis. The model imple-
mentation program is designed so that it can be applied to a single reservoir
(mixed or spatially segmented), networks of reservoirs (hydrologically linked),
or collections of reservoirs (hydrologically independent). The last type of
application can support regional comparative assessments of reservoir condi-
tions and controlling factors.

This report is organized in four chapters. Chapter 1 reviews basic empirical
modeling concepts, presents an overview of the assessment procedures which
have been developed for reservoir application, and summarizes basic data
requirements and recommended monitoring strategies. Chapter 2 describes the
FLUX program, which is designed for analysis and reduction of tributary moni-
toring data. Chapter 3 describes PROFILE, a program designed for analysis
and reduction of pool monitoring data. Chapter 4 describes BATHTUB, a
program designed for model implementation. Appendix A describes the neces-
sary procedures for installing the programs on an IBM-compatible personal
computer.

Several levels of involvement are offered to potential users of this methodol-
ogy. The following steps are suggested:

Step 1: Review summary information (Chapter 1).

Step 2: Review supporting research and basic reference documents.
Step 3: Review program documentation (Chapters 2, 3, and 4).
Step 4: Review documented output listings.

Step 5: Acquire and install programs (Appendix A) on an accessible com-
puter system.

Step 6: Run programs using several sample input files provided.

Chapter 1
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Chapter 1

Step 7: Apply program to user-defined problems.
The above procedures provide a gradual and logical introduction of the tech-

niques and a foundation for their application in a reservoir management
context.

Eutrophication Modeling Techniques

NMadale far racarvair antranhisatinn ~ran ha hrandly clacoifiad ag thanratical
IVAUUGID 1UL 1001 VUL VUUH UPLIHVALIVIL Ldll VT UVluauly LIaddLlITU ad UiCul Tl
ar amnirical  Whila all madale ara amnirical tn ecama avtant thav ara r"oﬁn=
Ul CIGPLIIVAL. VY ILIC Qi THUUCIES ad© Cliipiiival WU SULTIV VAL, UIVY Al e UiSuir
i ir lavale nf emniriciem Ganeral charactaerictice and limitatinng of
6“! LIS UJ i AW Y Wwio Uil \Jlll.lll AN/ADRAL, NIV VLA AV IOMIVLD QI BRI MLGMIVELID VUL
these model tvnes are discussed below
HICST IN0GCE TS QT GiSLUSSUU ULiOW

involve direct simulation of physical, chemical,
and biological processes superimposed upon a simulation of reservoir hydro-
dynamics. These methods generally have extensive resource requirements in
terms of input data, computing facilities, and user expertise. They can be use-
ful for problems requiring high spatial and temporal resolution and/or simula-
tion of cause-effect relationships which cannot be represented using simpler
models. Their relative complexity does not guarantee that simulation models
are more accurate or more reliable than simplified models for certain types of

applications.

Although based upon theoretical concepts (such as mass balance and nutri-
ent limitation of algal growth), empirical models do not attempt explicit simula-
tion of biochemical processes and use simplified hydrodynamic representations.
They generally deal with spatially and temporally averaged conditions. The
simple structures, low resolution, limited number of input variables, and initial
calibration to data from groups of impoundments resuit in reiatively iow data
requirements. At the same time, the above characteristics limit model applica-
oility.
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a. Nutrient Balance Models. These relate pool or discharge nutrient levels
to external nutrient loadings, morphometry, and hydrology. (Note that
the term “pool” refers to the lake or reservoir impounded by a dam.)
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b. Eutrophication Response Models. These describe relationships among
eutrophication indicators within the pool, including nutrient levels,
chlorophyll a, transparency, and hypolimnetic oxygen depletion.

Generally, models of each type must be linked to relate external nutrient
loadings to reservoir water quality responses. In the absence of loading infor-
mation, however, application of eutrophication response models alone can
provide useful diagnostic information on existing water quality conditions and
controlling factors.

The literature contains a wide array of empirical eutrophication modeis
which have been calibrated and tested using data from various iake and/or
reservoir data sets. Many of these models, particularly the early ones, were

ed primarily uj While the equations
Ala < alhara tha conan
CI>, UICY >llalC UIC salllc
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Figure 1.1. Control pathways in empirical eutrophication modeis developed for
[ PN P Y

i0finein 1ake appiicaions

Inputs to these models can be summarized in three terms:

a. Inflow total phosphorus concentration. External loading/discharge rate,
a nutrient supply factor.

,Q.‘

Mean depth. Reservoir volume/surface area, a morphometric factor.

¢. Hydrauiic residence time. Reservoir voiume/discharge rate, a hydro-
logic factor.

I >TSS TPUL U L SN S SHE TN | BRI TS BSOS LTI
D[Ilplflbd.l NnuuiIcit oaldiiCe Imoducis ndave g 1CI ly CVYOUIVCU LI0IIl d SHIIPHUSUC
Slhilanl_ haw? mendal wihink ranmeacants tha tmsnnaiindmnant no o rantinniang ctirrad
01aCK-00X" Moaei wiiicil represenis uie impounament a continuous stirrea-
tanlk raastar at ctandv ctata and tha cadimantatinn af nhaenharmic ac a firet arder
WKUINn 1 VAV LU Al Ditvau SLALV GliU UiV DVvuiiLIviiIlauivil vl PIIUDPIIVI UO Ao A 1110V ViUl
roacrtinn  Phacnharic i acciimad tn cantral aloal orawth and other
4 WwiiwriVviL a llvt’yllv. U0 1D GO MILIIVGE UV wURIMI VI (-usw 5.\}" Wi I Vuilwvi
eutrophication-related water guality conditions acnonge madelg oenerallv
pnication-related walter quality congilions. Xesponse models generally
consist of bivariate reoression eguations relatino each nair of response mea-
anate regression equatons reiaing each pair of response mea
surements (e o  nhosnhorus/chloronhvll chloronhvll/transnarencv)
surements (e.g., phosphorus/chlorophyll, chlorophyll/transparency)
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Chapter 1

In adapting these models for use in CE and other reservoirs (Walker 1981,
1982, 1985), modifications have been designed to include additional input var-
iables, controlling factors, and response variables, as depicted in Figure 1.2.
Table 1.1 compares the variables and assumptions of the reservoir models
documented in this manual. The reservoir modifications are designed to
improve generality by incorporating additional independent variables and con-
trolling factors found to be important in model testing.

G _ HYPOLIMNETIC 0,

MEAN WINETIC DEPTH ~—  DEPLETION RATE
~/

INFLOW TOTAL P %\ METALIMNETIC O

N |/ = oepemonratE
WFLOWORTHOP N\ RESERVOIR, //
/ TOTALP \ / /
MEAN TOTAL DEPTH S( \ //
YD, RESIOENCE TS FESERVOR__)CHLOROPHYLLA
P A\
INFLOW TOTAL N / /// \\\
/ /// \\ \ SECCHI
INFLOW INORGANIC N // / )‘)(\_
SUMMER FLUSHING RATE // / / \ \
 / - __\P— oroancN
MEAN DEPTH OF ) \ .
MIXED LAYER / %/
%—-—-—-——f

NONALGAL TRUBIDITY

Figure 1.2. Control pathways in empirical eutrophication models developed for
CE reservoir applications

Refinements are focused in the following areas:

a. Effects of nonlinear sedimentation kinetics on nutrient balances. A
second-order kinetic model appears to be more general than a first-
order model for predicting both among-reservoir, spatially averaged
variations and within-reservoir, spatial variations.

Effects of inflow nutrient parti'tioning (dissolved versus particuiate or
organic versus morgamc ) on nutrient balances and cmorop‘ hyll
Because of differences in biological availability and sediment. ti()‘n rates,

9-‘

reservoir responises appear to be much more sensitive to the ortho-
AAAAAAAAAAAAAAAAAAAA lenen 4 e~ ~ mtal sescerria A ~
phosphorus loading component than to the nonortho (total minus ortho)
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P o PSR SR P 3N RO PR B, P e e cnlalmal Eindbvmmbhinas:
Comparison of Lake and Reservoir cmpirical cutropnication
Am__ _8_01_
wVioaelis
Model
Characieristics Lake Model Reserv
input inflow total P concentration Inflow total P concentration
variables Mean depth Inflow ortho-P concentration
Annual hydraulic residence Inflow total N concentration
time inflow inorganic N
Mean hypolimnetic depth concentration
Mean depth
Mean hypolimnetic depth
Mean depth of mixed layer
Seasonal hydraulic reS|dence
time
Nonalgal turbidity
Spatial Mixed
variability
Temporal Steady state Steady state
variability
Nutrient Nonlinear (second-order)
sedimentation
kinetics
Factors Phosphorus Phosph
controlling Nitrogen
algal growth Light
Fiushing rate
Total phosphorus Total phosphorus
variables Chiorophyll & Total nitrogen
Transparency Chlorophyll a
Hypoiimnetic oxygen Transparency
depletion Nonortho-phosphorus
Organic nitrogen
Hypolimnetic oxygen
denlation
depletion
Metalimnetic oxygen
depletion
. TMffa~ic ~f concn ol oeintinmg in nitriant Inading
c. Effects of seasonal variations in nutrient loadings, morphometry, and
Ludealacy an ntriant ha o 1 1t
hydrology on nutrient balances. Poo er quality conditions are
related more directly to seasonal than to annual nutrient balances in
impoundments with relatively high f] g rates.
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d. Effects of algal growth limitation by phosphorus, nitrogen, light, and
flushing rate on chlorophyll a concentrations. Simple phosphorus/
chlorophyll a relationships are of limited use in reservoirs because
nitrogen, light, and/or flushing rate may also regulate algal growth,
depending upon site-specific conditions.

e. Effects of spatial variations in nutrients and related variables, as con-
trolied by reservoir morphometry, hydrology, and the spatial distribution
of tributary nutrient ioads. Nutrient-balance modelis can be impie-

among and within major tributary arms. This spatial resolution can be
important for evaluating impacts on reservoir uses, depending upon
locations of water-use points (e.g., water-supply intakes, bathing
beaches, parks, fishing areas, and/or wildlife refuges)
Model structures have been tested against several independent reservoir data
sets. Details on model development and testing are described in the supporting
research reports (Walker 1982, 1985).

Applications

Potential model applications can be classified into two general categories:
diagnostic and predictive. Characteristics and limitations of these applications
are described below.

In a diagnostic mode, the models provide a framework for analysis and
interpretation of monitoring data from a given reservoir. This yields perspec-
tive on eutrophication-related water quality conditions and controlling factors.
Assessments can be expressed in absolute terms (nationwide, e.g., with respect
to water quality objectives, criteria, or standards) and/or relative terms (e.g.,
comparisons with other impoundments, or regionally). Using routines and
statistical summaries included in the BATHTUB program, observed or pre-
dicted reservoir characteristics can be ranked against characteristics of CE
reservoirs used in model development.
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(Figure 1.2). Such projections can be used in impact assessments and in evalu-
ations of water-quality-control strategies. For example, future scenarios
involving changes in seasonal or annual-mean values of the following factors
can be evaluated:

a. Inflow nutrient concentrations or loadings (total phosphorus, ortho
phosphorus, total nitrogen, and/or inorganic nitrogen).

b. Pool elevation, as it influences mean depth, mixed-layer depth, mean
hypolimnetic depth, and hydraulic residence time.

- Yerflnszr simdiiona nind Alhamoac o bhordeaiilin sactidaman fmsa
C HUIOW YOLUINC alld Cnialges 1l nyardauliC resiacnce urmie
om : stracds 1 4+ trnng vt and
d. Pool segmentation, as it influences longitudinal nutrient transport, sedi-
mentation, and the spatial distribution of nutrients and related water

Examples of impacts and control strategies which cannot be explicitly evalu-
ated with these models include the following:

a. Variations in pool level or other model input variables which occur over
time scales shorter than the growing season (typically, 6 months).

b. Changes in outlet levels.
¢. Structural modifications, such as the construction of weirs.
d. Hypolimnetic aeration or destratification.

e. Other in-reservoir management techniques, including dredging and
chemical treatment to control internal nutrient recycling.
cases, implementation of the modeis in a diagnostic mode can provide

pectives; however, simulation or other
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Error, variability, and sensitivity analysis

summarized in the supporting research reports (Walker 1982, 1985). Options
for implementing empirical models previously developed exclusively from lake

reservoirs. The limits and extent of model testing against lake data sets are
data sets are also included in the software.

Hy

ecause it influences

P
Iy

percent of the mean predicted
dicted value, 95-percent confidence limits can bé estimated from the following

=

~

predicted mean value

Yme-2CV<Y<Ym62CV

to a difference between an observed and a predicted mean value. Variability

The distinction between “error” and “variability” is important. Error refers

Yu

refers to spatial or temporal fluctuations in concentration about the mean.

6f O.ZViﬁdiéatés that the standard error is 2
value. Assuming that the errors are log-normally distributed about the pre-

equation:
where

= error mean coefficient of variation

C

-percent confidence range for mean vaiue

Magnitudes, sources, and interpretations of error are discussed beiow.

Y =95

o

-

1-9
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a. Despite the relatively wide confidence bands, the models explain 91
percent and 79 percent of the observed variances in total phosphorus
and chlorophyll a across reservoirs, respectively. This reflects the rela-
tively wide ranges of conditions encountered and suggests that the
models are adequate for broad comparative analyses of reservoir
conditions (i.e., ranking).

p-‘

Error statistics are calculated from “imperfect” data sets. Errors are
partially attributed to random sampling, measurement, and estimation
errors in the input and output (i.e., observed) conditions, which inflate
the total error but do not reflect model performance.
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d. Year-to-year water quality variations induced by climate, hydrology,
nutrient loading, and other factors are substantial in many reservoirs.
It would be difficult to detect modest errors in predicting average condi-
tions without several years of intensive monitoring,

e. Ability to define objective criteria or standards is limited. The “pen-
alty” or “risk” associated with modest errors in predicting average
responses may be low when expressed in terms of impacts on water
uses. The measured and modeled variables (chlorophyll a, etc.) are
reasonable and practical, but imperfect, surrogates for potential water-
use impacts.

f. Ability to predict changes in loading resulting from adoption of spe-
cific management strategies is limited. This applies particularly to
impiementation of nonpoint source ioading controis with performances
evaiuated using watershed simuiation modeis. in such situations, errors
associated with predicting reservoir response may be swamped by errors
associated with predicting loadings; i.e., the reservoir response modei

..... PO DUV LSV » R . S Akl

may not be the limiting factor in the analysis.

E 1 te dicorics ed halaws meavida sddic cnal carcnantivas an tha
CITOr-anaiysis concepts discussea oeiow proviae aaaitionai perspectives on the
above points
Differences between observed and predicted reservoir conditions can be
viuirerences petween observed and predicted reservolr conditions can be
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a. Independent variable error. These are errors in the estimates of model
input variables, including external nutrient loadings, flows, and reser-
voir morphometry.

b. Dependent variable error. These are errors in the estimates of mean
observed reservoir water quality conditions, based upon limited moni-
toring data.

¢. Parameter error. These errors are atiribuied to biases or random errors
in the modei coeflicienis esiimaied from cross-seciional daia seis.
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ecific application. Research (Walker 1981, 1982, 1985) has been directed at
minimizing the last two error sources by reviewing, screening, refining, cali-
brating, and testing arrays of models which are appropriate for reservoir

applications under specific conditions.

©v
=]

The impacts of errors in specifying model input variables or coefficients
depend upon the sensitivities of model predictions to those inputs. Sensitivities,
in turn, reflect model structure and variable ranges. A sensitivity coefficient
can be conveniently expressed as a normalized first derivative, or as the percent
change in a model output variable induced by a 1-percent change in a model
input. For example, a sensitivity coefficient of 1.0 would indicate that the out-
put is proportional to the input; in this situation, for example, a S-percent error
in specifying the input would propagate through the model and cause a
5-percent error in the predicted output. For a sensitivity coefficient of 0.2,
however, a 5-percent input error would cause only a I-percent output error.
Sensitivity coefficients provide insights into which model variables and coeffi-
cients are the most important fo measure or estimaie accurately.
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Figure 1.4. Sensitivity analysis of second-order phosphorus sedimentation
model

Figures 1.3 and 1.4 are intended primarily to demonstrate sensitivity analysis
concepts. They also illustrate some important basic characteristics of
empirical nutrient balance modeis:

a. Sensitivities are highest for inflow and pool phosphorus concentrations
. s . JUE T PR
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PrYvAavulin ViiUIS QIV 510Gl 21U 1USTI VULIS Wikl iUWUIL LUSiilg 1Gws

Introduction



While pool nutrient concentrations can be predicted relatively easily from
inflow concentrations in reservoirs with high flushing rates, predictions of bio-
logical responses (as measured by chlorophyll @) may be more difficult because
of temporal variability in nutrient levels (induced by storm events, for example)
and/or controlling effects of turbidity and flushing rate. The importance of
obtaining accurate inflow and pool concentration estimates for model imple-
mentation has led to the development of the computer programs described in
subsequent chapters. FLUX and PROFILE are de51gned to make efficient use
of tributary and pooi monitoring data, respectively, in caicuiating the required
summary statistics.

Summary of Assessment Procedures

Figure 1.5 depicts the basic steps involved in applying the eutrophication
assessment procedures described in this and subsequent chapters. The “path-
way” comprises four general stages:

a. Problem identification.
b. Data compilation.

c¢. Data reduction.

d. Model implementation.

Once the user has deveioped a working understanding of the model structures,
assumpuons and limitations by rev1ewmg basic rererences and supportmg
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response models.

Figure 1.5 summarizes the basic inputs, functions, and outputs of each sup-
porting program. This chapter provides an overview of each analytical stage.
Details are given in subsequent chapters, along with examples and guidance for
use of the computer software.
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Chapter 1

PATHWAY PROCEDURES
PROBLEM ® DESCRIBE RESERVOIR AND/OR WATERSHED CHARACTERISTICS
DEFINITION ® DEFINE WATER QUALITY MANAGEMENT OBJECTIVES
® IDENTIFY IMPACTS/CONTROL STRATEGIES TO BE EVALUATED
® DETERMINE STUDY TYPE:
DIAGNOSTIC
PREDICTIVE
® DETERMINE MODEL TYPE:
NUTRIENT BALANCE
EUTROPHICATION RESPONSE
DATA COMPILE TRIBUTARY COMPILE RESERVOIR
COMPILATION AND DISCHARGE DATA POOL DATA
® HYDROLOGY ® HYDROLOGY
® UATERSHED ® MORPHOMETRY
CHARACTERISTICS ® WATER QUALITY
® WATER QUALITY
DATA RUN FLUX PROGRAM RUN PROFILE PROGRAM
REDUCTION ® DATA ENTRY ® DATA ENTRY
® DIAGNOSTIC DISPLAYS ® DIAGNOSTIC DISPLAYS
® DATA STRATIFICATION ® OXYGEN DEPLETION
® LOADING CALCULATIONS CALCULATIONS
ANNUAL ® MIXED-LAYER SUMMARIES
SEASONAL
MODEL RUN BATHTUB PROGRAM
IMPLEMENTATION ® SEGMENTATION
& SUBMODEL SELECTION
NUTRIENT BALANCE
EUTROPHICATION RESPONSE
& DATA ENTRY
® CALIBRATION AND TESTING
® SENSITIVITY ANALYSIS
& ERROR ANALYSIS
® APPLICATIONS
DIAGNOSTIC
PREDICTIVE
Figure 1.5. Assessment pathways

Problem identification

The problem identification stage defines the scope of the modeling effort.

—

he following factors are specified:
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e. Types of evaluations to be performed.
(1) Diagnostic.
(2) Predictive.

f Classes of models to be used.

Nutrient balance.

7~
[—
N’

(2) Eutrophication response.

Mo e

Two general types of evaluations may be performed. In a diagnostic mode,
the models are used as a framework for inte rp_r-tmg momtgn;ng data from the
reservoir and/or its tributaries. A diagnostic study provides insights into factors

controlling algal productivity and rankmgs of troohlc state indicators versus
water quality criteria and/or data from other CE reservoirs. In a predictive
mode, the models are applied to predict future conditions in a planned reservoir
or in an existing reservoir undergoing changes in nutrient loading regime and/or
other controlling factors.

Model classes are determined by the types of analyses to be performed.
Both nutrient balance and eutrophication response models are required for a
predictive analysis. Diagnostic studies of existing reservoirs can be based
exclusively upon response models and pool water quality data; this provides a
basis for defining existing conditions and controlling factors, but not for evalu-
ating watershed/reservoir or load/response relationships. Monitoring require-
ments are generally more stringent for implementing nutrient-balance models
than for impiementing eutrophication-response modeis.

Response models and pool monitoring data may be used in preliminary
diagnostic studies aimed at aenmng reservoir conditions. In some reservoirs,

Al s IR P,

tnis may oe followed Dy lmplementauon of a more elaborate momtormg pro-
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Chapter 1

Data compilation

As shown in Figure 1.5 data compilation occurs in two general areas. The
reservoir data required for implementation of eutrophication-response models
include morphometric characteristics, outflow hydrology, and pool water qual-
ity obtained over at least one complete growing season (three preferred). The
watershed data required for implementation of nutrient-balance models include
basic watershed characteristics (e.g., subwatershed delineations, topography,
geology, land uses, point source inventories) and tributary flow and nutrient
concentration data taken at reservoir entry points over at ieast one fuli water
year (three preferred). Details on data requiremenis and suggested monitoring

m

designs are given later in this chapter.

/2]

In tha dAata radiicatinn n a nanl and trhiitars vuatar Anta nra

Ul UiV uata 1vuuviiivil puaac, }IUUI aliu u luuuu_y aitvl quaut_y uata ai o
rnA||r~nr| nr QIIme";’7QA ;ﬂ F{\mc A ¥4 ;l‘k Nan carva acg mnrlnl ;ﬂﬂ!lf Q;h{‘ﬂ “]‘\Q
IVUUWVWAL UVl OUITLIIIG 14V 1D JVLEID YYIUVILE VAl DVl YW QO 111IVUVE llll.’\-ll DUIVY ulv
models generallv deal with conditions averaosed over a erowing season within
models generally deal with conditions averaged over a growing season within
defined reservoir areas (segments), data reduction involves the averaging or
integration of individual measurements, sometimes with appropriate weighting
factors

The FLUX program is designed to facilitate reduction of tributary inflow
monitoring data and reservoir outflow monitoring data. Using a variety of cal-
culation techniques, FLUX estimates the average mass discharge or loading
that passes a given tributary monitoring station, based upon grab-sample con-
centration data and a continuous flow record. Potential errors in the estimates
are also quantified and can be used to (a) select the “best” or least error loading
estimate, (b) assess data adequacy, and (c) improve future tributary monitoring
efficiency via optimal allocation of sampling effort among seasons and/or flow
regimes. Graphic displays of concentration, flow, and loading data are also
provided for diagnostic purposes.

The PROFILE program facilitates analysis and reduction of pool water qual-
ity data from existing reservoirs. A variety of display formats are provided to
assist the user in developing perspectives on spatial and temporal water quality
variations within a given reservoir. Algorithms are inciuded for calculation of
hypolimnetic oxygen depletion rates and for robust estimation of area-
weighted, surface-layer mean concentrations of nutrients and other response
measurements used in subsequent modeling steps.
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1-17



spatially segmented hydraulic network which accounts for advective transport,
diffusive transport, and nutrient sedimentation. Eutrophication-related water
quality conditions (expressed in terms of total phosphorus, total nitrogen,
chlorophyll a, transparency, organic nitrogen, particulate phosphorus, and
hypolimnetic oxygen depletion rate) are predicted using empirical relationships
previously developed and tested for reservoir applications (Walker 1983).

To reflect data limitations or other sources of uncertainty, key inputs to the
model can be specified in probabilistic terms (mean and CV). Outputs are
expressed in terms of a mean value and CV for each mass balance term and

sponse variable. Output CVs are based upon a first-order error analysis
" ) . . :

..... okt do o

M -~ . P |
which accounts for input variable uncertainty and

Ac chaum in Digiira 1 € annbiantinana aAfFDATLITTITR wnnld marmmally fallags
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nea nftha FITTY nencram fAr radinring trihiitary manitaring data and 11ca Af tha
WoL UL UV ruvuAa prugiaiil iUl 1CUuling divutaly Inuiinuiiig Gatda aiiu use Ui uic
PROFRTII R nraoram far radnicing nanl manitaring data  Tleca af tha data radne.
LNV ILD piUglaiil 101 1Cuuling poUn moniliiig Gdia. UsST Ul UiIC Uala ivuus
tion nroorame ic ontional if indenendent ectimatec of tributarv loadinog and/or
GO prograiis 15 Opulila: i iGopPCRGLil C5uinals Ol iolhaly :0alifigs anu/oOf
averaoe nool water gualitv conditions are used
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This section summarizes data requirements to support model applications.
The following categories are discussed:

a. Watershed characteristics.

p-u

Water and nutrient loadings.

ific data sources and monitori

fic data 1d mor ram designs
cannot be dictated, however, because they are influenced by unique aspects of

each reservoir and its watersheds, the extent of existing data, logistic considera-
tions, and study resources.
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Compilation and review of existing data are important initial steps in con-
ducting a reservoir study. Preliminary application of models using existing data
(even if inadequate) can highlight data strengths and weaknesses and help to
focus future monitoring activities. In some cases, existing data may be ade-
quate to support modeling efforts. When existing data are inadequate or
unavailable, a phased monitoring program is generally indicated. The first
phase involves a small-scale program designed to obtain preliminary data for
use in designing efficient monitoring programs for subsequent years. A phased
study can be a relatively cost-effective means of data acquisition.
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b. Allocation of samples amdng tributaries to estimate total reservoir
loading.

c¢. Allocation of samples among stations, depths, and dates to estimate
reservoir-mean concentrations.

Phased studies or useful existing databases are required to implement these
optimization procedures. Because of logistic constraints, multiple monitoring
objectives, and other factors, “optimal” designs are rarely implemented;
instead, they can be used to indicate appropriate directions for adjusting exist-
ing sampling designs.

Watershed characteristics

Basic ‘watershed information is used in the deveiopment and interpretation
y(ll'OlOglC and numenr loaamg aata, in the design of moutary monitoring

nent of prome'm sources and control strategies.
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¢. Dominant land uses.

d. Soil types.
(1) Hydrologic soil groups.
(2) Erosion potential.

e. Point sources.

J- Monitoring station locations.

T s at L Qo £TON Antolncne an A e [ TIR T T T S U,
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determining rmnoff and nutrient exnort from a oiven subwatershed This tvne
determinin g runoil and nutrient export irom a given subwatershed. 1his type
of information is used to do the followin

b. Interpret watershed monitoring data (compare monitored runoff and
loads from different subwatersheds to develop perspectives on regional
land use/nutrient-export relationships).

c. Estimate loadings from unmonitored watersheds (use land use/nutrient-
export factors or proportion monitored loads from a nearby watershed
with similar land uses and soil types, based upon drainage area).

Projections of future land use and point-source nutrient loads are also required
for predicting impacts of watershed development.

Water and nutrient loadings

The formuiation of water and nutrient balances for the reservoir is a criticai
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Chapter 1

d. Total nitrogen.
e. Inorganic nitrogen (Ammonia + Nitrate + Nitrite).
f Conservative substance (e.g., chloride).

Water and total phosphorus balances are essential. The other components are
optional. While nitrogen balances are desirable, they may be omitted if moni-
toring data and/or preliminary mass balance calculations indicate that the reser-
voir is clearly not nitrogen limited under existing and future ioading conditions.
The on‘ho-phosp'norus and inorganic ni‘trogen (ammonia, nitrate, and nitrite)
loading componenrs are required for (optional) implementation of nutrient sedi-

a4t g I SR Y TS B S B S )

mentation modeis which account for the “availability” or partitioning of total
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U.S. Environmental Protection Agency (EPA) National Eutrophication Survey,
the primary data source used in model development and testing. Monitoring of
other species (particularly, total dissolved phosphorus) may be desirable for

defining inflow nutrient partitioning and availability. Because of existing data
constraints, however, the models are based upon the above species.

Generally, balances should be formulated over both annual and seasonal
(e.g., May-September) time periods. Annual balances should be calculated on
a water-year (versus calendar-year) basis. While traditional nutrient loading
models deal with annual time scales, seasonal loadings are better predictors of
trophic status in many reservoirs. The methodologies presented in subsequent
sections can be applied separately to annual and seasonal nutrient balance data.
Nutrient residence time criteria are used to assess the appropriate time scale for
each reservoir.

The nominal definition of seasonal (May-September) can be adjusted in
specific applications, depending upon seasonal variations in inflow hydrology
and, especially, pool level. For example, if a full recreational pool were main-
tained June through August and much lower elevations were maintained during
other months for flood controi purposes, then a June-August time scale may be
more appropriate for seasonal nutrient balances. Generaiiy, seasonal baiances

ok

are less 1mponam in pro;ecrs with littie or no inflow or ouiflow uurmg the sum-
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For each component and time scale, a control volume is drawn around the
eservoir (or reservoir seement) and the followineg mass balance terms are
reservoir (or reservorr segment) and the rollowing mass balance terms are
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a. Total inputs.
b. Total outputs.
c. Increase in storage.

d. Net loss.

Table 1.2 outlines the specific elements of each term and general data sources.

Since water is conservative, the net ioss term in the water balance (estimated by
difference) reflects errors in the estimates of the other water balance terms. For

nutrients, the net loss term can be estimated by difference or, in a predictive
mode, by using empirical nutrient sedimentation modeis which have been cali-
brated and tested for reservoir applications.

Table 1.2

Mass Balance Terms and Data Sources

ace Ralance Terme
viase Salance Terms

2anaral Data Sonurcas
enera: Lala sources

Inputs

Gauged tributaries

Direct point sources

Shoreline septic systems

Direct groundwater inputs

Atmospheric

Qutputs
~

Outflows and withdrawals

Evaporation

Increase in storage

Neat logs
nNet loss

Direct monitoring

Drainage area approximations
Watershed models

Direct monitoring

Lo

er capita loading factors
anla
| v

dra H
(¢

ydrogeologic studies
Hydrogeologic studies

Local precipitation data
Regional atmospheric deposition

Direct monitoring
Local climatologic data

Pool elevation and morphometry data

Calculated by difference
Represents error in water balance
Emperical nutrient sedimentation models

In general, direct monitoring is recommended to quantify major flow and
nutrient sources. Table 1.3 summarizes “minimal” and “desirable” designs for
tributary monitoring programs and methods for quantifying other loading com-
ponents. These are intended as general guidelines to be modified based

—
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upon site-specific conditions. The basic design for major tributaries and out-
flows consists of continuous flow monitoring and a combination of periodic
grab-sampling and event monitoring for concentration. A sampling program
weighted toward high-flow regimes is generally desirable for estimation of
loadings. The multiple objectives of estimating both annual and seasonal load-
ings should be considered in designing surveys. The FLUX program can be
applied to historical and/or preliminary monitoring data to assist in sampling
design.

While balances are formulated for the study (monitored) period, a historical
hydrologic record is desirable to provide perspective on study conditions in
relation to long-term averages and extremes. Long-term hydrologic records are
usually available for reservoir discharge sites and major tributary inflows. If
not, records from a nearby, long-term station, possibly outside the water-
shed(s), can be correlated with monitoring data from study sites and used to
extrapolate the record.

Reservoir morphometry

Reservoir morphometric information is required for nutrient balance and
eutrophication response models. It is usually readily available from project
design memoranda and other sources. A map indicating the following basic
information is useful:

a. Distance scale.

b. Shoreline for typical and extreme pool levels.

¢. Bottom elevation contours or soundings.

d. Tributary inflows and any direct point sources.

e. Pool and tributary monitoring station locations.

The following morphometric data should also be compiled in tabular form:

a. Elevation/area volume table.

b. Typical operating pool elevations (rule curve).

¢. Reservoir bottom elevation at each pool sampling station.

d. Volumes, surface areas, and lengths of major reservoir segments at
typical operating elevations.

This information is used in data reduction (PROFILE) and modeling
(BATHTUB).
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Pool water quality and hydrology

In studies of existing reservoirs, pool water quality and hydrologic data are
used for the following purposes:

a. Assessing trophic state, related water quality conditions, and controlling
factors.

b. Model testing and calibration.

Expressed in terms of model variables, the primary objectives of the moni-
toring program are fo obtain the data required for calculation of growing-
Y oV P

season, mixed-layer, average concentrations of the foliowing variabies:

0

O~
o

o
I~
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[
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=
D

7. Chlorophyll a (corrected for phaeophytin).
g Transparency (Secchi depth).
f~ Conservative substance.

In stratified reservoirs, another primary objective is to estimate hypolimnetic
and metalimnetic oxygen depletion rates. Secondary objectives are to develop
perspectives on spatial variations, vertical stratification, basic water chemistry,
and other variables which are directly or indirectly related to eutrophication.

General guidelines for designing pool monitoring programs are outlined in
Table 1.4. Basic design features incilude component coverage, station loca-
tions, sample depths, temporal frequency, and duration. An appreciation for
spatial and temporal variability of conditions within the reservoir may be
obtainable from historical data and can be very useful in designing future
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Table 1.4

General Guidelines for Designing Reservoir Pool Monitoring Programs

Feature

Minimal Design

Desirable Design

Water quality
components

Temperature Dissolved Oxygen
Totai P Ortho-P

Organic N Ammonia N
Nitrite-Nitrate N Transparency
Alkalinity pH

Conductivity Turbidity

Chlorophyll a (corrected for Phaeophytin)
Dominant algal types

Add:

T e ORI Teoa | Nl o~ e
1 owal omca 1 oLwal | Ulul’"lb bdlUUll
Total Iron Total Manganese
True Color Sulfides

Suspended Solids (total and organic)
Oxidation reduction potential

Algal cell counts (ASU) by type

Station locations

Minimum of three stations/reservoir

{naar-dam midnaol unnnr.nnnl\
\near-gam, MiGpegos, upper-pecy

Distributed along thalweg of each major
tributary arm in representative areas

........

thalweg = 20 km

Add stations in smaller tributary arms and
embayments

Critical reservoir use areas

Above and below junctions of tributary
arms

Maximum distance between stations along
thalweg = 10 km

Duration of sampling

One growing season
I8yt ollie Aol AMAoa L)
{typicany Aprii-Uctooer)

Bracket stratified period, including one round
each during spring and fall isothermal
periods

Three growing seasons

Frequency - iaboratory
samples

Monthiy or biweekiy

Biweekiy or weekly

Depths - laboratory
samples

Mixed-layer composite
Depth-integrated hose sampling

Unstratified reservoirs: surface,
mid depth and 1 m off bottom

3 samples in mlxed Iayer
1 sample in thermocline
3 sampies in hypolimnion
1 m from top of hypolimnion
mid-depth
1 m off bottom

Frequency - fieid profiies

Unstratified reservoirs:
Temperature
Dissoived oxygen

Unstratified reservoirs: same as iaboratory
samples
Stratified reservoirs: biweekly in spring to

early summer (until onset of anoxia), then
monthly

Unstratified reservoirs: same as iaboratory
samples

Stratified reservoirs: weekly in spring to
early summer (until onset of anoxia), then

biweakly

Depths - field profiles
Temperature
Dissoived oxygen

1-m intervals, top to bottom

Increase spatial frequency in thermocline
and other zones with steep gradients

ese h g
Surface el evatlon
Outflow volumes

Annth_
wvichtnv

Monthly totals

nd valuace
NG vaues
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suggests that stations should be more closely spaced in upper pool areas to
permit adequate resolution of gradients. Most of the reservoir volume, how-
ever, is usually located in the lower pool areas, where width and depth tend to
be greater and spatial gradients tend to be less pronounced; this suggests a
greater emphasis on lower pool stations for the purposes of calculating reser-
voir means. Because of these trade-offs, it is difficult to use a statistical
approach for optimizing station placement within a given reservoir.

Given muitiple sampling objectives, a reasonable design rule is to distribute
stations throughout representative areas of the reservoir. The size, morpho-
metric compiexity, and ioading distribution of a reservoir largely determine the
required number of stations. A minimum of three stations (upper-pooi, mid-
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replication can be built into survey desi

\

a. Multiple sampling at a given date, station, and depth.

b. Multiple sampling with depth within the mixed layer at a given date and
station.

c. Multiple sampling stations within a given reservoir segment or area.

d. High temporal sampling frequencies, permitting aggregation of data
from adjacent sampling dates.

In designing surveys, combinations of the above strategies can be employed
to provide data which include at least three measurements for each reservoir
segment and sampling round. In the “desirabie” design (see Tabie 1.4), three
sampies are suggested within the mixed iayer for each station and date. Since
the stratum is mixed, on the average, the three samples can be treated as repli-
cates. Other strategies listed above can be used in conjunction with depth
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Chapter 1

mean is roughly inversely proportional to the number of rounds. Based upon
analyses of variance applied to model development data sets (Walker 1980,
1981), temporal variance components of phosphorus, transparency, and chloro-
phyll a are typically 0.31, 0.33, and 0.62, respectively, expressed as CVs. Fig-
ure 1.6 shows the estimated accuracies of reservoir mean concentrations
computed from sampling designs with between 1 and 30 sampling rounds over
a range of temporal CVs. The “value” of each additional round, as measured
by the reduction in the mean CV, decreases as the total number of rounds
increases. This figure provides a rough perspective on design sensitivity and a
basis for interpreting the reliability of data from historical monitoring activities,
provided the sampling regimes were both specified and representative.

TEMPORAL COEFFICIENT OF VARIATION
° o6 o8 10

‘ \\\'\"\‘*\ T
S o N N N N . “OF . = BiMONTHLY

s NN N N T

é \ \ \ \ o . ] monTHLY 5
z N N N N g
5 A N N N N
g \ \ \v N -4 BiweexLy é
\ N\ %\
: | \ N AN N 3
z® ? AN AN

\ —~ WEEKLY
N

TYPICAL VALUES FOR CE RESERVOIRS
CHL-A -
TOTAL P o mmsass
Einnra 1 8 Ectimatad ansniramsu nf racarunir maan nanrantratinn noamriitad fram
Tiyuweoe 1.v alliatcu avLuiabLy Ui 1ToTi VU ITIcall LUlivTliiu ativil Luliipuilou 1iviii
samnling designs with between 1 and 30 sampling rounds over a

The aaequacy of a given momtormg program is parfially determined by
1 1 C.
d

R SRR T Al 1.
me preClSlOﬂ OI the mean concemrallon esumates caicuiated rom tne gaia.
______ Y- T LU S T " T L Al TIDA NTodl o]
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The purpose of sampling in and below the thermocline (Table 1.4) is to
provide information on vertical stratification and the accumulation and trans-
formation of nutrients within the hypolimnion. Many important secondary
water quality effects of eutrophication are expressed in bottom waters, includ-
ing oxygen depletion, development of reducing conditions, nutrient accumula-
tion, iron and manganese releases, and sulfide and ammonia generation. While
nutrient data from the hypolimnion are not used exclusively in the models, they
are important for developing an understanding of nutrient cycling and reservoir
processes. Since metalimnetic and hypolimnetic samples are less important for
trophic state assessment and modei impiementation, however, sampliing fre-
quencies in and beiow the thermocline can be lower than those used for the

mixed layer.
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2 FLUX

FLUX Overview

FLUX is an interactive program designed for use in estimating the loadings
of nutrients or other water quality components passing a tributary sampling
station over a given period of time. These estimates can be used in formulating
reservoir nutrient balances over annual or seasonal averaging periods appro-
priate for application of empirical eutrophication models. Data requirements
include (a) grab-sample nutrient concentrations, typically measured at a weekly
to monthly frequency for a period of at least 1 year, (b) corresponding flow
measurements (instantaneous or daily mean values), and (c) a complete flow
record (mean daily flows) for the period of interest.

Using six calculation techniques, FLUX maps the flow/concentration rela-
tionship developed from the sample record onto the entire flow record to
calculate total mass discharge and associated error statistics. An option to
stratify the data into groups based upon flow, date, and/or season is also
included. In many cases, stratifying the data increases the accuracy and preci-
sion of loading estimates. Uncertainty is characterized by error variances of the
loading estimates. A variety of graphic and tabular output formats are available
to assist the user in evaluating data adequacy and in selecting the most appro-
priate calculation method and stratification scheme for each application. FLUX
provides information which can be used to improve the efficiencies of future
monitoring programs designed to provide data for calculating loadings and
reservoir mass balances.

The succeeding sections of this chapter contain descriptions of the following
topics:

a. Input data requirements.
b. Theory.
¢. Program operation.

d. Typical application sequence.

Chapter 2 FLUX 2-1
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e. Procedure outline.
f Data-entry screens.
g Data file formats.

Documented session.

;nn

Input Data Requirements

interest. Most of the effort in applying FLUX is generally involved in
the required data files. To facilitate this effort, FLUX can read files in a varie
of formats, as described in a subsequent section (see Data file formats).

setting up

L =4

g

The function of the program is to use the water quality information in the
sample data set to estimate the mean (or total) loading which corresponds to
the complete flow distribution over the period of interest. All program calcu-
lations and output are in metric units, with flows expressed in million cubic
meters (= cubic hectometers, hm®) per year, concentration in milligrams per
cubic meter (parts per billion), and loading in kilograms per year. The data can
be stored in other units and converted to the appropriate units when accessed
by FLUX (see Appendix B). For a typical nutrient-balance study, sample data
sets would inciude the following components: instantaneous flow, total phos-
phorus, ortho-phosphorus, total nitrogen, inorganic nitrogen, and a conservative
substance such as chioride. Potential applications of the program are not
restricted to these constituents, however.

e QMDO! > ¢ S > (]
................... discrete or composite samples shou ummar
before they are accessed by FLUX; in this case, each record in the sample data
set includes an event mean flow and a flow-weighted mean concentration for

S
@

each component. Differences in the duration of composite samples are not
considered in the current version of FLUX. If continuously sampled events
represent a significant fraction of the total loading over the estimation period,
the program may overestimate the error variance of the loading estimates. To

avoid severe biases in the load estimates, special consideration must be given to
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the specification of sample flows in small, flashy streams or storm sewers (see
Typical application sequence).

The reliability of loading estimates strongly reflects monitoring program
designs. Water quality samples should be taken over the ranges of flow regime
and season which are represented in the complete flow record. For a given
number of concentration samples, loading estimates will usually be of greater
precision if the sampling schedule is weighted toward high-flow seasons and
storm events, which usually account for a high percentage of the annual or sea-
sonal loading. While the calculation methods described below are designed to
make efficient use of the avaiiabie data, they cannot work miracies. If the basin
dynamics are such that annual ioadings are dominated strongly by a few
extreme events, no calcuiation procedure wiii give an acceptabie answer with-
out representative samples from at least some of the major events. FLUX
provides graphic and tabular output which I
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The flow data set specifies the complete flow distribution, whic

derived from continuous stage or velocity measurements made at or near tt
water quality monitoring site. Typically, flow records consist of a mean flow
for each day in the period of interest. In the absence of daily measurements,
other averaging flow periods can also be used (weekly, monthly), but with
some loss of accuracy. If a continuous flow record is not available for a par-
ticular site, one might be constructed using simulation techniques or correlating
available flow measurements with simultaneous data from a nearby benchmark

station with a continuous flow record and similar watershed.

&
[e]

=
=1

)

8
=

Missing values are permitted in the flow distribution file, but they should be
avoided by estimating them independently. Zero flow values are acceptable to
permit applications to intermittent streams. Negative flow values (reverse
flows) are treated as zeros. Average flow rates and loads calculated by FLUX
reflect total transport in the downstream direction. This may be different from
the net transport estimates appropriate for use in BATHTUB or other mass-
balance models. If the stream contains significant reverse flows, an option is
available for calculating total transport in the upstream direction; this essentially
involves reversing the sign of the samplie flow and daily flow data. The net
downstream transport can subsequently be calculated by subtracting the total
upstream transport rates from the total downstream transport rates.

It is convenient to define the time period represented in the sample data set

~ S A A Py a_

as the “sampling period” and that represented in flow data set as the “averaging

"
w
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period.” Normally, these two periods correspond, i.e., the flow data set con-
tains a mean daily flow value for each day in the year of water quality sampling.
If the sampling and averaging periods do not correspond (e.g., the sample set
might contain data from 1978 through 1981, and the flow set might contain
daily flows for 1981), then the user is making the assumption that the flow/
concentration dynamics of the stream are stable, i.e., that concentrations
measured between 1979 and 1980 are also representative of those measured in
1981. Using samples from outside the averaging period can increase the
accuracy and precision of the loading estimates (by increasing the number of
samples and improving the coverage of flow regimes); this may introduce bias
in the loading estimates, however, if there are significant year-to-year variations
in the flow/concentration relationship caused by variations in climate, hydrol-
ogy, or watershed land use. In each program run, the user specifies the date
ranges and/or season ranges to be used for samples and flows; this permits
estimation of both annual and seasonal loadings from source data files contain-
ing data from 1 or more years of monitoring.

The flow data set may include daily flows from the year(s) of water quality
monitoring, as well as other periods which may represent “low-flow,”
“average,” and “high-flow” years. Provided that a sufficiently wide range of
flow regimes are sampled, this permits extrapolation of the sample record, i.e.,
estimation of year-to-year variations in loadings based upon sample data from a
specific year or years.

FLUX can handle problems containing up to 900 samples and 8,000 daily
flow records (~22 years). These constraints apply to data read into computer
memory at the start of program execution, not the size of the input data files.
Since the user is prompted for the ranges of sample and flow dates to be used
in a given run, the input data files can be much larger than indicated above.
Users should check the online documentation file (accessed through the HELP
option of the main menu) for maximum problem dimensions and other pro-
gram changes in updated versions of FLUX (Version 5.0 is documented here).

Theory

Loading calculation methods

Table 2.1 lists the equations used to calculate the mean loading and error
variance using six alternative methods. Method applicability depends upon
flow/ concentration dynamics and sampling program design in each application.
Walker (1981,1987) provides details on the derivation and testing of each
method. The FLUX procedure “Calculate/Loads” provides a one-page sum-
mary of loadings calculated using each method. The user must decide which
method is most appropriate for each application, based upon factors discussed
below. In most cases, particularly if the data are properly stratified (see Data
stratification), the calculation methods will give estimates which are not
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Table 2.1
Estimation Algorithms Used in FLUX Program

Method 1 - Direct Mean Loading
W, = Mean(w)

Method 2 - Flow-Weighted Concentration (Ratio Estimate)
W, = W, Mean(Q)/Mean(q)

Method 3 - Modified Ratio Estimate (Bodo and Unny 1983)
W, = W,(1 + F,/n)/(1 + F,/n)

Method 4 - Regression, First-Order (Walker 1981)
W, = W,[Mean(Q)/Mean(q)l°*’

Method 5 - Regression, Second-Order (Walker 1987)
Wg = W1 + rF)i(1 + rF,)

Method 6 - Regression Applied to Individual Daily Flows
W = T expla + (b+1)In(Q) + SE?*/2]

where
¢, = measured concentration in sample i (mg/ms)
g, =  measured flow during sample i (hm®/year)
b = slope of In(c) versus In{q) regression
a = intercept of In{c) versus In(q) regression
w, = measured flux during sample i = q; ¢; (kg/year)
qu = Cov(w,q) / [Mean(w) Mean(q)]
Fo = Var(q) / [Mean(q) Mean(q)]
Fa = Var(Q) / [Mean(Q) Mean(Q)]
Q = mean flow on day j (hm®/year)
n = number of samples (i)
N = number of daily flows (j)
W, = estimated mean flux over N days, method m (kg/year)
Vo, = variance of estimated mean flux, method m (kg/year)2
r = 05 b + 1)
Ei = sum over N dates in daily flow record
SE = standard error of estimate for In{c) versus In(q)
regression
Mean(x) = mean of vector x
Var(x) = variance of vector x
Covix,y) = covariance of vectors x and y
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significantly different from each other. Thus, the choice of method will not be
critical.

Desired properties of the loading estimates include minimum bias and mini-
mum variance. The distinction between bias and variance (analogous to
“accuracy” and “precision”) is important. A biased procedure will give the
wrong answer, even for an infinite number of samples, whereas variance in the
mean can generally be reduced by increasing the number of independent ran-
dom sampies. The seriousness of bias depends upon its size relative to the
variance of the mean or the standard error of estimate. Biases less than 10 per-
cent of the standard error account for iess than 1 percent of the totai mean
squared error and are generally considered negligible (Cochran 1977). Bias in

san A o m e

an come from two sources: unrepresentative sampling or

(@] <
=

ences in the distributions ws between the sampling dates and the ent
averaging period. Sampled flows may tend to be higher or lower, on the
average, than the complete distribution of flows or contain a higher or lower
percentage of extreme flows. This can lead to bias in the estimate if the calcu-
lation procedure does not take the relative flow distributions into consideration
by directly representing the flow/concentration relationship and/or by stratifying

the sample, as described below.

Even if the sampled and total flow distributions are equivalent, bias can be
introduced as a result of the calculation method. For example, loading calcu-
lated as the product of the mean sample concentration and the mean flow over
the averaging period would be badly biased if flow and concentration are (even
weakly) correlated (Walker 1981). Because of the potential bias associated
with this method, it is not included in the program. The six included methods
have been selected and tested so that, for representative samples, they should
not introduce significant bias except under special conditions discussed below
for each method. The extent to which the methods can minimize variance in
the loading estimates is limited uitimately by the sampie data sets.

Method applicability depends upon the relationship between concentration

PRSI . R Y. DY ITW ol b o a o ac o a1 Ll F_ O

d 1IOW. L FLUA, UUS CNAardaCierisuc is represenica oy uie siope o1 a
| PO 7 o PR SIS S | P ) U SR o F 7 o WU IR S IR A L. 4Ll
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anmnla dota ant Tirminalls tha N alana ammenanhoa 1 ot mannidnmne ctab o
DSALIIPIC Uala dCL. 1 ypltdlly, UIC U/Y SIVPT applouaciicd =1 al HIVINWWLTIHE SLauuI
whisrh ara dAaumatranm Af mainr naint annrnac Tha alana miae annraacrh A
WWiiiVII Al © UV 1uvvalil vi 1iiajui lJUllll DUUIVOD. 111G DI PC 111 y appl vawuil vl
exceed 1 at monitoring stations where the load is generated as a result of runof}
or hich-flow events narticularlv for narticulate comnonents  In manv water-
or high-flow events, particularly for particulate components. In many water
sheds, the C/Q slope for total phosphorus varies with flow (negative at low
flows to positive at high flows). FLUX graphic and tabular output helps to
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characterize the concentration/flow relationship; this characterization is essen-
tial to selecting the appropriate calculation method and developing reliable
loading estimates.

Method 1 (direct load averaging) is the simplest of the calculation schemes.
It gives unbiased results only if the samples are taken randomly with respect to
flow regime. This method completely ignores the unsampled flow record and
generally has higher variance than the other methods because the flow record
on the unsampled days is not considered. This method is most appropriate for
situations in which concentration tends to be inversely related to flow (C/Q
siope approaching -1; ioading does not vary with flow). This might occur, for
example, at a station which is below a major point source and the flow/
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centration and applying the method separately to each group, as described in

more detail below. This is perhaps the most robust and widely applicable
method, especially when applied to stratified data sets.
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Method 3 modifies the Method 2 estimate by a factor that is designed to
adjust for potential bias in situations where concentration varies with flow. The
factor was developed by Beale (1962) and applied in a load estimation method
developed by the International Joint Commission (IJC) (1977), as described by
Bodo and Unny (1983, 1984). Trial simulations indicate that, compared with
Method 2, this procedure is moderately successful at reducing bias but tends to
have slightly higher mean squared error for streams with C/Q slopes greater
than or equal to zero (Walker 1987).

method adjusts the flow-weighted mean concentration for differences between
the average sampied flow and the average totai flow using the C/Q siope. it

should not be used in cases where the daily flow data set contains a significant
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Method 5 modifies the Method 4 estimate by a factor accounting for differ-
ences in variance between the sampled and total flow distributions (Walker
1987). The derivation of the method is based upon expected value theory
(Benjamin and Cornell 1970). Method 5 should not be used in cases where the
daily flow data set contains a significant number of zero flow values. As for
Method 4, bias resulting from nonlinearity in the log (c) versus log (q) relation-
ship can be reduced by stratifying the data.

Method 6 is another regression-based calculation method. For each stra-
tum, the C/Q regression equation is appiied individualiy to each daily flow

ue. In contrast, Methods 4 and 5 use only the flow means and variances. A
SRS | R e ac Fac e alan temnls

1 correction for bias resulting from the log transformation is also inciuded.
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to the other methods. An option to turn off the error analysis for Method 6 is
included (Utilities/Set/Method 6).

For each method, the jackknife procedure (Mosteller and Tukey 1978) is
used to estimate error variance. This involves excluding each sampling event,
one at a time, and recalculating loadings, as described in Table 2.2. While
alternative, direct estimators of variance are available from classical sampling
theory for most of the methods (Cochran 1977; Walker 1981; Bodo and Unny
1983, 1984), such formulas tend to rely upon distributional assumptions. The
direct estimators are generally applicable to large samples and normal distribu-
tions, neither of which is typical of this application. As described by Cochran
(1977), the jackknife has improved properties for ratio estimators derived from
small, skewed samples. Use of the jackknife procedure also provides a uniform
basis for comparing calculation methods with respect to estimated variance.

Simulations (Waiker 1987) indicate that jackknifing provides a reasonabiy
unbiased estimate for error variance for a range of C/Q siopes. Two important
1 i ihe variance estimaies. First, the

a limited accuracy in small
ution is not representative.
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Error variance estimates developed by FLUX assume that the samples are
statistically independent. This may not be the case if the file contains large
numbers of discrete samples taken within relatively short periods of time. One
approach to solving this problem is to composite the samples by event prior to
calculating loadings. Important information on the flow/concentration relation-
ship may be lost in compositing, however. As an alternative to compositing,
discrete samples can be grouped by event only for the purposes of error analy-
sis. In FLUX, sampling events are defined by the program parameter T, =
Maximum Event Duration (days). Samples collected within T, days of each
other are considered part of the same sampling event. The default setting for T,
is 1 day. This setting only influences the error variance estimates (not the mean
loading estimates). It only influences error variance estimates developed from
relatively intensive sample data sets containing multiple samples on the same
day or within the current N setting.

Data stratification

FLUX includes an option to divide the input flow and concentration data
into a series of groups and calculate loadings separately within each group
using the methods described above. Using formulas derived from classical
sampling theory (Cochran 1977), the mean and variance estimates within each
group are subsequently combined across groups using weighting factors which
are proportional to the frequency of each group in the total flow distribution
(see Table 2.2).

The groups, or “strata,” can be defined based upon flow, season, and/or
date. Stratification can serve three basic functions:

a. Adjust for differences in the frequency distributions of sampled and
unsampled flow regimes.

b. Reduce potential biases associated with some calculation methods and/
or sampling program designs.

¢. Reduce the error variance of the mean loading estimate.

When sample data are adequate, stratification can offer significant advantages
over the direct methods and provide insights that can be used to improve
sampling efficiency in future years.

In most applications, the groups are defined based upon flow. The “flow-
interval” method was developed by the U.S. Army Engineer District, Buffalo
(1975), for use in the Lake Erie Wastewater Management Study and is
described by Verhoff, Yaksich, and Melfi (1980) and Westerdahl et al. (1981).
This procedure applies the direct load averaging (Method 1) separately to
different data groups, defined based upon flow regimes. Since loading usually
increases with flow, grouping the data based upon flow reduces the loading
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s = subscript indicating stratum

m = subscript indicating estimation method
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N, = total number of daily flows

ng s = optimal number of samples in stratum s, given n,

n, = total number of sampled concentrations

W, =  mean fluxin stratum s estimated by method m
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Sine = effective standard deviation within stratum s for method m

W_ . = mean flux over all strata estimated by method m

Ve =  variance of mean flux over all strata estimated by method m

V..* = variance of mean flux over all strata estimated by method m for optimal

allocation of n, samples according to n, .

v = cum avar all etrata [g)

¥y sum gver all strata (s)

N, = Yy N,
n, = ¥Yn,
Whe = L (W, NJN,
Voo = LV, NAN2
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Pm.s = NGVl
ns,' = nthSm.s /Z (Nssm,s)
V2 s A 20 . a2
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ariance within each group and results in lower variance for the total lowding
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estlmate A flow-stratified version of Method 2 written in SAS (Statistic
Analysis System) was developed and applied to estimate phosphorus loadmgs
in a Vermont lake study (Walker 1983). The 1JC method described by Bodo
and Unny (1983, 1984) is a flow-stratified version of Method 3.

In FLUX, data groups or strata can be defined based upon flow range, date
range, and/or season range. Generally, flow ranges would be used and the data
would be stratified into two or three groups based upon flow. In some situa-
tions, however, it may be desirable to stratify based upon sampling date or



season. Stratification based upon season may be useful in situations where
there is a strong seasonal variation in concentration which is independent of
flow or for streams with highly regulated flows, such as a reservoir outflow
station (particularly when intake levels are varied seasonally). Flow-
independent, seasonal variance components are more likely to be detected in
analysis of dissolved or inorganic nutrient concentrations (particularly nitrate)
than in analysis of particulate or total nutrient concentrations.

In defining strata, one objective is to isolate homogeneous subgroups, based
upon the flow/concentration relationship assumed by the calculation method
(constant loading for Method 1, constant concentration for Methods 2 and 3,
and log-linear flow/concentration relationship for Methods 4-6). A second
objective is to set stratum boundaries so that the sampled and total flow distri-
butions are equivalent within each stratum. This protects against bias in the
loading estimates and applies particularly to high-flow strata. As described
above, the method used to estimate error variance does not detect bias. If the
flow distributions are not equivalent within each stratum, then minimum vari-
ance is less reliable as a criterion for selecting the “best” calculation method
and loading estimate. Statistical and graphical tests are provided to compare
flow distributions within each stratum.

Robustness of the loading estimate decreases as the number of statistical
parameters which must be estimated from the sample data set increases. The
number of parameters which must be estimated depends upon the calculation
method and upon the number of strata. Methods 1 and 2 require one parame-
ter estimate for each stratum. Methods 3, 4, 5, and 6 require two parameter
estimates per stratum. Stratifying the data into two or three groups based upon
flow and using Method 2 is generally adequate to capture the flow/
concentration relationship while requiring the fewest parameter estimates (in
statistical terms, using up the fewest degrees of freedom). If concentration
does not vary systematically with flow, the need for flow stratification
decreases.

Uncertainty in the loading estimate is reflected by the CV estimate reported
for each calculation method. The CV equals the standard error of the mean
loading divided by the mean loading. The CV reflects sampling error in the
flow-weighted mean concentration. Potential error variance in the flow mea-
surements are not considered in these calculations. In practice, CV values <0.1
are usually adequate for use in mass-balance modeling, especially considering
that uncertainty in flow measurements is usually in this range. Depending on
stream dynamics, CV values <0.1 may be very difficult to achieve, especially in
small, flashy streams with strong C/Q relationships. CV values between 0.1
and 0.2 may be adequate for modeling purposes, especially for minor tribu-
taries. If higher CVs are found, the user should consider refining and extending
the stream monitoring program to obtain better data sets for load estimation
before proceeding with modeling efforts. This particularly applies if the CV
values are high for major tributaries.
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For each calculation method, FLUX generates an inventory of sample and
flow data in addition to a breakdown of the flow, load, and variance compo-
nents within each stratum, as well as for the total strata, as demonstrated in
Table 2.3, for the Caddo River example. Samples have been divided into three
flow intervals. Complete output for this example is given at the end of this
chapter.

Table 2.3
Breakdown by Flow Stratum - Caddo River Example
FLUX Breakdown by Stratum:

FREQ FLOW FLUX VOLUME MASS CONC  CV
ST NS NE DAYS HM3/YR KG/YR HM3 KG PPB -
i 93 93 582.0 120.23 2761.4 191.58  4400.1 23.0 .050
2 61 61 407.0 397.42  14501.1 442.85  16158.7  36.5 .092
3 14 14 107.0  2070.70 259357.2  606.61  75978.7  125.3 .148
*** 168 168 1096.0 413.59  32i7i.8  1241.05  96537.5 77.8 .118

Optimal Sampie Allocation:

ST NS NE NE% NEOPT% FREQ%X VOL% MASS% VAR% VARIANCE cv
i 93 §3 55.4 3.8 53.1 i5.4 4.6 .0 .5276E+04 .050
2 61 6t 36.3 20.8 37.1 35.7 16.7 1.7  .2442E+06 .092
3 14 14 8.3 75.5 9.8 48.9 78.7 98.3 .1407E+08 .148
bl 168 168 100.0 100.0 100.0 100.0 100.0 100.0 .1432E+08 .118
Notes:

Output from the 'List/Breakdown' Procedure for Caddo River with 3 Flow Strata

The top part of the screen lists the distribution of samples, flows, fluxes,
volume, and mass across strata for the current calculation method.

The middle part of the screen lists the distribution of sampling effort, flow
days, flow volume, mass, and error variance, each expressed as percentage of the

’
P
1totat

The bottom part of the screen de

sample allocation across strata
number of sampling events.

NEX = percent of total sample events in stratum

NEOPTX = optimal percent of total sample events in stratum
The reduction in error CV attributed to shifting from the current sample
distribution (NEX) to the optimal distribution (NEOPT%) is listed. This can be
used to refine future monitoring program designs. Generally, a shift towards
moire intense sampling of high-flow strata will be indicated.
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could be reduced without substantially increasing the variance of the total
loading estimate. FLUX also provides an estimate of the “optimal” sample
distribution (expressed as percent of the total sampling effort allocated to each
stratum, NEOPT% in Table 2.3) which would minimize the variance of the
total loading estimate for a given total number of independent samples, using
the equations specified in Table 2.2. Comparing the observed variance with the
optimal variance provides an approximate indication of the potential benefits of
optimizing the sample design. In this case, shifting from the historical sample

distribution across flow strata (55%/36%/8%) to the optimal sampie distribu-
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tored strata. Five samples taken from different storm events would tend to be
less serially dependent than five samples taken within one event, for example.

Because of these limitations, the “optimal” design should not be viewed as
an absolute objective, but as a general direction for adjusting previous survey
designs within practical constraints.

Diagnostics

FLUX includes several routines for generating scatter plots and histograms
of flow, concentration, loading, and sample dates, as illustrated at the end of
this chapter. The relationship between flow and concentration partially deter-
mines the appropriate calculation method and should be reviewed in each
application. Flow frequency distributions (sampled versus total) can also be
graphically compared. These displays characterize the flow and concentration
distributions and can assist the user in assessing data adequacy, identifying
appropriate siratification schemes, and evaluating caicuiation methods.

The calculation methods differ with respect to the schemes used to estimate
the loadings on the unsampled days or periods. For a given method, observed
PRI Y o Ry PR [ o S, : o s PR, L

and predicted fluxes can be compared for each water quality sample. This
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date. Alternative stratification schemes can be investigated to reduce the flow-
dependence and/or time-dependence of the residuals.

Listings of residuals and jackknifed loading estimates are useful for identify-
ing outliers and determining sensitivity of the loading estimates to individual
samples. FLUX includes an outlier detection routine which can be used to
delete suspected outliers from the sample data set. Outliers are detected based
upon deviations of the residuals from a lognormal distribution (Snedecor and
Cochran 1989). This procedure should be used conservatively. Detection of
outliers depends upon the current stratification scheme and calculation method.
Important information may be lost if an apparent outlier is actually an important
signal. Suspected outliers are usually apparent on the concentration versus
fiow scatter piots. Developing confidence with the program, stratification
scheme, and calculation method are suggested before using the outlier deletion
procedure.

Program Operation

This section describes the FLUX menu structure and operation procedures.
When the program is run (from the DOS prompt), a series of help screens sum-
marizing model features is first encountered. If error messages appear, it gen-
erally means that one of the FLUX program files has been corrupted or that
your computer does not have enough available memory. Try reinstalling the
program. Try unloading any memory-resident software. If you are trying to
run the program from Windows, try exiting Windows and running directly from
DOS. The program permits selection of ‘user mode’ at startup after intro-
ductory screens. The selection of user mode is followed by a menu which
provides interactive access to eight types of procedures with the following
functions:

FLUX - VERSION 5.0

Data Calculate Method Plot List Utilities Help Quit
Data - Read and/or Stratify Data

Calculate Calculate Loads Using Current Data & Stratification Scheme
Method Seiect Fiux Caicuiation Method Used in Piots & Tabies

Plot Plot Load, Flow, and/or Concentration Data

List List Output Formats for Current Calculation Method
Utilities Program Utilities & Options

Help View Help Screens

Quit End Session

A procedure category is selected by moving the cursor (using arrow keys) or by
pressing the first letter of the procedure name. Selected procedures in the
menu box are highlighted on the screen and underlined in the following
documentation. Assistance in navigating around the menu can be obtained by



pressing the <F7> function key. A Help screen describing the selected proce-
dure can be viewed by pressing <F1>. After each procedure is completed,
control returns to the above menu screen. Essential features of the current data
set are summarized below the menu box (not shown here).

Data procedures

Data procedures control input, stratification, listing, and other manipula-
tions of sample and/or flow data used in load calculations:

FLUX - VERSION 5.0
Rata Calculate Method Plot ist Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List
Read Read New Sample and/or Flow Data
Stratify Divide Samples & Flows into Groups for Load Calculations
Delete Delete a Specific Sample or Delete Excluded Samples
Composite Composite Samples by Date
FlowSub Substitute Daily Mean Flows for Sample Flows
Title Enter New Title for Labeling Output
List List Sample or Flow Input Data
T oo e -al  _F O A _ o ___ o ___ 1 _ oY _ A o __ _ i Lt ____1_
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Data/Read:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit

Read Stratify Delete Composite FiowSub Titie List

Reset Keep Samples Index

Reset Read New Sampie & Fiow Data; Reset Stratification Scheme
Keep Read New Sample & Flow Data; Keep Current Stratification Sch
Samples Read New Sample Data Only; Keep Current Stratification Schem
Index Read Sampie & Flow Data from Station index File

In the first three procedures, a data-entry screen is presented for defining all
input specifications (data file names, variable labels, time periods, and units
conversion factors). Use Reset to read in new flow data and reset the stratifi-
cation scheme. Use Keep to read in new data without changing the current
stratification scheme. Use Samples to read in new sample data only, without
changing the current daily flow data or stratification scheme. Use Index to
read in new data from a station index file, which is a user-created ASCII file
defining the storage locations and formats for concentration and flow data
referring to specific stations. Using index files greatly speeds and simplifies the
specification of input data. (See Data-entry screens.)

If variable labels (for daily flows, sample flows, and concentration) are left
blank on data entry screens, the user is prompted to select the appropriate field
from a list of all fields contained in the source data file. Screen messages track
the progress of data retrieval from disk files. If the specified data set has fewer
than three samples or no daily flows, an error message appears and control
returns to the main menu. Note that this may occur if the file names or variable
labels are entered incorrectly. If a valid data set is retrieved, subsequent
screens inciude a listing of missing or out-of-sequence daily flows (Data/List/
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Missing procedure) and a summary of the current stratification scheme (Data/
Stratify/List procedure). Control then returns to the main menu.

Data/Stratify procedures divide the sample and flow data into groups
based upon flow, date, and/or season. In many cases, stratification increases
the accuracy and precision of load estimates. At least three samples are
required in each stratum. Four options are available:

o

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List

Flow General Reset List

Flow Define Strata Based Upon Flow; Reset Data & Season Limits
General Define General Stratification Scheme vs. Flow, Date, Season
Reset Reset Stratification Scheme - Use 1 Stratum Only

List List Current Stratification Scheme & Sample Counts

FLUX - VERSION 5.0
h -]

list Utilitieg He
+ 18T vitities ne

1
ite FlowSub Title Lis

2 Strata Use
3 Qerrata lleca
4 Strata Use
Other Use

rata - Boundary at QMEAN

ta - Banndariac at QAMEAM /D OMEAM v 2
ia wvOwraarln 1€S gL whcAn/ &, wnenan A &

rata - Boundaries at QMEAN/2, QMEAN x 2, QMEAN x 8
lows to Define Strata; Enter Flow Bounds Directly

The first three procedures define flow boundaries automatically. Dividing the
data into two strata based upon flow (low-flow and high-flow) is often appro-
priate. Three or more flow strata may be appropriate for relatively intensive
data sets with strong flow/concentration relationships. The last procedure
permits direct entry of flow boundaries. Each stratum must contain at least
three sample events. If a stratum contains fewer then three events, the user is
asked to redefine the flow boundaries until a valid stratification scheme is

defined or the stratification scheme is reset.

Data/Delete procedures operate only on data stored in memory; they do not
change disk files:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List
One Excluded
One Delete a Specific Sample
Excluded Delete All Samples Excluded from Current Stratification Sche

The Data/Composite procedure combines samples collected on the same
date or in the date interval into a single composite sample:
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Read Stratify Delete Composite FlowSub Title List
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The user is prompted for the time interval (number of days) to be used for
compositing samples. This optional procedure may be appropriate for data
derived from intensive monitoring programs providing multiple samples per
date. The composite sample concentration is the flow-weighted mean of the
individual samples. The composite sample flow is the average of the sample
flows. Because of possible variations in actual event duration, it is generally
preferable to composite samples prior to running FLUX; i.e., to specify event
mean flows and event flow-weighted mean concentrations in the source data
fies.

The Data/FiowSub procedure can be used to test the sensitivity of load
es to the types of flow measurements which are paired with sample

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit

Read Stratify Delete Composite FlowSub Titie List

FlowSub Substitute Daily Mean Flows for Sample Flows
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Data/List procedures summarize the sample and/or flow data which have

R Lo/ | 1 1ii11llall L alll

FLUX - VERSION 5.0
pata Calcuiate Method Plot List Utilities Help Quit
Read Stratify Delete Composite Flowsub Title List
Samples Flows Missing
Samples List Sample Data
Flows List Flow Data
Missing iList Missing or Out-of-Sequence Daily Fiows

Before proceeding with load calculations, data listings should be reviewed to
make sure that the correct sample and flow data have been retrieved from disk
files. Both sample flows and corresponding daily mean flows are listed by the
first two procedures. Daily flow data files read by FLUX are assumed to be
sorted by date. The Data/List/Missing procedure lists missing or out-of
sequence daily flow records. If any are detected, FLUX can still operate. It is
desirable, however, to estimate any missing flows independently and to sort
flow files before running FLUX.
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Calculate procedures

Calculate procedures can be accessed after valid sample and flow data sets
have been read and a valid stratification scheme has been defined. Three
options are available:

FLUX - VERSION 5.0
Data Calculate Methad Plot List Utilities Help Quit
Compare Loads Series
Compare Compare Sample Flow & Total Flow Distributions
Loads Calculate Loads Using Each Method
Series Generate Load Time Series

The Calculate/Compare procedure provides information which can be used to
assess adequacy of the sample data and/or stratification scheme. The Calcu-
late/Loads procedure lists average flows, flux rates, flow-weighted mean con-
centrations, and error estimates using each calculation method; this provides
the basic information needed for BATHTUB applications.

The Calculate/Series procedure lists flow, load, and concentration time
series using the currently selected calculation method. Four options are
available:

F .
Data Calculate Method Plot List Utilities Help Quit

Compare Loads Serijes
Yearly WtrYearly Monthly Daily

Yearly Generate Load Time Series by Calendar Year
WtrYearly Generate Load Time Series by Water Year
Monthly Generate Monthly Load Time Series

Daily Generate Daily Load Time Series

FLUX - VERSION 5.0
Data Caicuiate Method Piot List Utilities Help Quit
1 AVG LOAD 2 QWD C 3 1JC 4 REG 1 5 REG 2 6 REG 3
1 AVG LOAD Method 1 - Mean Load
2QWID C Method 2 - Flow-Wtd-Mean Conc.
3 14C Method 3 - Flow-Wtd-Mean Conc. (I1JC Modification)
4 REG 1 Method 4 - Regression Model 1
5 REG 2 Method 5 - Regression Model 2
6 REG 3 Method 6 - Regression Model 3 - log(C) vs. log(Q) Separate
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Method 2 is initially selected as the default calculation method when the pro-
gram is started. Descriptions of each method are given above (see Loading
calculation methods); summary descriptions can be viewed by selecting a
method and pressing the Help key <F1> or by running the Help procedure.

Plot procedures
Plot procedures provide important diagnostic information which can help in

evaluating the adequacy of the current data set, stratification scheme, and cal-
cuiation method:

Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt

Barchart Barcharts of Load, Mass, or Concentration Estimates
Conc Plot Sample Concentrations (ppb)

Load Plot Sample Loads (kg/yr)

Flow Plot Sample Flows (hm3/yr)

Daily Plot Daily Flows (hm3/yr)

Qfreq Plot Flow Frequency Distributions

Residuals Plot Residuals = LOG10 ( Observed Load /Estimated Load )
Gridopt Toggle Plot Grids On or Off

The Plot/Barchart procedures plot load, mass, flow-weighted mean

concentration, or flow as a function of calculation method or stratum:

FLUX - VERSION 5.0
Data Caiculate Method plot List utitities iielp Quit
Barchart Conc Load Flow Daily Qfreq Residuals  GridOpt

Load Mass Concs Flow

Load Load (kg/yr) Barcharts vs. Calculation Method or Stratum
Method Plot Load Estimates (kg/yr) vs. Calculation Method
Stratum Plot Load Estimates (kg/yr) vs. Stratum

Mass Mass (kg) Barcharts vs. Calculation Method or Stratum
Method Plot Mass Estimates (kg) vs. Calculation Method
Stratum Plot Mass Estimates (kg) vs. Stratum

Concs Flow-Weighted Concentration (ppb) vs. Calc. Method or Stratu
Method Flow-Weighted Concentration (ppb) vs. Calculation Method
Stratum Flow-Weighted Concentration (ppb) vs. Stratum

Flow Mean Flow (hm3/yr) vs. Stratum

Each bar chart (except Flow) shows estimates + 1 standard error. Plotting
against method shows the sensitivity of the estimate (total across all strata) to
the calculation method. Generally, a low sensitivity to caiculation method
would support the reliability of the load estimates. Piotting against stratum
shows estimates for each data group using the currently selected calculation

method
1 1) PP o PURSEGRR IR Loy DU T U SRS SUAE. SURPILY o SOV SU Ry
rovoeonc pl OCCUUICS Ulbpl'dy > Ilplc COICCIIUAdUOILS ¢ gd.l ISL 10Ul mut:pcu-
Aant v avia) sjnsminhlas Ae o hicétAagranme
UCIIL \A=aAld) vV 1aVITD Ul d lllbluglal 1
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FLUX - VERSION 5.

Data Calculate Method plot tist Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals  GridOpt
Flow Date Month Estimated Histogram

Flow Plot Sample Concentration (ppb) vs. Flow (hm3/yr)

Date Plot Sample Concentration (ppb) vs. Date

Month Plot Sample Concentration {ppb) vs. Month

Estimated Plot Observed vs. Estimated Conc. for Current Calc. Method

Histogram of Observed Concentrations (ppb)

The Plot/Load and Plot/Flow procedures generate similar displays of sam-

ple data:
FLUX - VERSION 5.0
Data Calculate Method glot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt
Flow Date Month Estimated Histogram
Flow Plot Load (kg/yr) vs. Flow (hm3/yr)
Date Plot Load (kg/yr) vs. Date
Month Plot Load (kg/yr) vs. Month
Estimated Plot Observed vs. Estimated Load
Histogram Histogram of Observed Loads (kg/yr)
FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Elow Dail Qfreqg Residuals GridOpt
Date Month Histogram Comparison Both
Nata Dla¢t Cammla Elaua fhmT fun) we Nata
valc FiOL Sanpi® riOwS Ui/ yiJ vVS. wvaie
Month Plot Sample Flows (hm3/yr) vs. Month
Histogram Histogram of Sample Flows (hm3/yr)
Camnaricnn Camnla 2 Thatal Flaw Hictanrame
Compariscn Sample & Total Flow Histograms
Both Plot Sample Flow vs. Daily Mean Flow

Plot/Daiiy procedures dispiay the entire flow record against date or month

or as a histogram:

FLUX - .E..-.OH 5.0=——=
Data Calculate Method Plot Lis Ut1l1t1es Help Quit
Barchart Conc Load Flow Daily ereq Residuals  GridOpt
Date Month Histogram
Date Plot Daily Flows (hm3/yr) vs. Date
Month Plot Daily Flows (hm3/yr) vs, Month
Histogram Histogram of Daily Flows (hm3/yr)

[ o TORRRY . SRS
1NICC 10II1dl OPUoIs ¢

ting daily flow against date:

FLUX - VERSION 5.0

Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily afreq Residuais  GridOpt
Date Month Histogram
1Linear 2Log 3Filled

1Linear Plot Daily Flows (hm3/yr) vs. Date - Linear Scale

2Log Plot Daily Flows (hm3/yr) vs. Date - Log Scale

3Filied Plot Daily Fiows (hm3/yr) vs. Date - Fiiled
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In addition to plotting the daily flow values, each of these formats also indicates
daily flows on the dates of sample collection (red squares). These displays are
useful for identifying gaps in the sample record and for assessing sample cover-
age of major hydrograph features. The 1Linear and 2Log displays use differ-
ent symbols to identify strata. The 3Filled display does not identify strata. If
zero flows are contained in the record, these are plotted as one-half of the low-
est positive flow value in the 2Log displays.

The Plot/Qfreq procedures display cumulative frequency distributions of
sampled flow and total flow:

e w
L UA 7 v

r | =4 -V
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreg Residuals Gridopt

4
un
D

T Freg V Freg

T Freq ime Frequency Distributions for Sample & Total Flow

\'l Flrv Unlima Eramiancyu Nictribhiitinne far Camnla 2 Tatal Flaw
eqg Volume Frequency Distributions for Sample & Total Flow

In the first case, the y axis reflects the cumulative percentage of total samples
or total flow days. In the second case, the y axis is the cumulative percentage
of the total sample volume or total flow volume.

Plot/Residuals procedures display residuals for the current calculation

method:
— FLUX - VERSION 5.0
Data Calculate Method List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt
Conc Load Flow Date Month Histogram Autocor
Conc Plot Residuals vs. Estimated Concentration (ppb)
toad Plot Residuals vs. Estimated Load (kg/yr)
Flow Plot Residuals vs. Sample Flow (hm3/yr)
Date Plot Residuals vs. Sample Date
M ven b Diat Dacsdiiml o wa Coamml o Manméb
mutiLn FLUL RCOIUUALD VO. acmpu: muUriLn
Histogram Histogram of Residuals for Current Calculation Method
Autocor Plot Residual Autocorrelation - Resid(t) vs. Resid(t-1)
The residual is defined as log10(observed sample flux/estimated sample flux).
Different symbols are used to identify strata. The Autecor procedure shows
the lag-1 serial correlation of residuals with sample order based upon date. As
discussed above (see Theory), serial correlation can influence the accuracy of
error estimates and determine the appropriateness of time-series methods for

List procedures
List procedures can be accessed only if a valid data set and stratification

scheme have been defined. Three tabular output formats are provided using
the currently selected calculation method:
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FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Residuals Breakdowns Jackknife
Residuals List Residuals & Screen for Outliers
Breakdowns List Load & Flow Breakdowns by Stratum; Optimal Sample Alloc
Jackknife List Jackknife Table for Current Calculation Method

List/Residuals procedures provide detailed listing of observed and pre-
dicted concentrations for the currently selected calculation method:

FLUX - VERSION 5.0

Data Calculate Methad Plot ligt Itilitieg Heln Quit
Data  Calculate Method Plot List Utilities Help Quit
Residuals Breakdowns Jackknife
ALl Outliers Signif

Atl List ALl Residuals Without Screening for Outliers

Outliers List Outliers

Signif Set Significance Level for Qutlier Screening

The first procedure lists observed concentrations, estimated concentrations, and
residuals (log10 (observed/estimated)) for each sample. The second procedure
has a similar format, but lists only samples which are suspected outliers. Out-
liers are detected based upon deviation from a lognormal distribution; see the
associated help screen for a description of the outlier detection method. If any
outliers are detected, the user may elect to delete them from the current sampie
list; source data files are not modified. The outlier detection procedure is

lteraiive and automaucauy repeats itself until no outliers are detected. The last
procedure sets the significance level for outlier screening (default = 0.05).
TLh ¥ 2ot/ Ml e snmmnnandiiens monsidan datailad tmfinrmantiam A tha Ao
1O LUAUDITCARKUUWIL pl OLCCuul Pl UVIUCS UCildliTU HUOULIIAUVIL UL UIC U=
trihntinn Af flawur flisw and arrar varianca ag a Hiinctinn Aaf getratnim far tha ~nre
t11vulivili vl llUW, uuA, AliU CIIVLI YALIAIIVYU GO A 1LUlIVLIIVIL VUl DU atluiing 1vl uliv vul
rent calculation method

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
a -

Residuals Breakdowns Jackknife
Breakdowns List Load & Flow Breakdowns by Stratum; Optimal Sample Alloc
The ton alf aof thic autnuit cerean chowe tha camnle nronerties  The hottom
p naif of this oufput screen shows the sampie properties. 1he botliom
half estimates the optimal sample allocation across strata based upon the cur-

future data-collectlon efforts

The List/Jackknife procedure shows the derivation of the error variance
estimate for the current calculation method:
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Residuals Breakdowns Jackknife
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Each sample event is excluded, one at a time, from the sample set and the load
estimate is recalculated using data from the remaining sample events. The pro-

cedure lists and displays the distribution of load estimates with each sample
event excluded. This can be used to identify samples which have a relatively
large impact on the computed average loads.

Utilities procedures

Utilities procedures allow the user to redirect program output, view disk
files, or modify the default settings for various program options:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Output View Set
Output Select Output Destination for Text
View View any DOS File
Set Set Miscellaneous Program Options & Parameters

The Utilities/Output procedure redirects program output to a disk file or to

screen:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Qutpyt View Set
Screen File

Screen Send Output to Screen (Default)
File Send Output to Disk File

The selected output destination remains in effect until it is reset. Even if
Screen is selected, individual output screens can be copied to disk files after
viewing.

The Utilities/View procedure views any DOS file stored in ASCII format:

FLUX - VERSION 5.0
Data Calculate Hethod Plot List Utilities Help Quit
Output View Set

Only the first 80 columns of each record are displayed.

Utilities/Set procedures modify the default settings for various program
options:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Output View Set
Events Signif Restrict Method 6

Events Define Maximum Event Duration (Days) For Grouping Samples
Signif Set Significance Level for Testing Flow/Conc Regression
Restrict Toggle Option to Restrict Flow Ranges for Model Application

est LOM ges

Method 6 Toggle Option for Error Analysis Using Calc Method 6
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The Utilities/Set/Events procedure sets the maximum duration of an inde-
pendent sampling event for the purpose of estimating error variances:

VERSION 5.0
¢ urilities He
t Utilities He

Events Signif Restrict Method 6

Events Define Maximum Event Duration (Days) For Grouping Samples
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FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit

Nuitnat Viau Sat
- pAA Y

Events Sianif Restrict Method 6

This setting only influences loads calculated using Method 4, Method 5, or
Method 6. The Signif setting has a valid range of 0.0 to 1.0. If Signif= 0.0,
the sample regressions are never used; the slope of the log concentration versus
log flow relationship is always set to 0.0 before calculating loads. If Signif =
1.0 (default), the regression slope calculated from the sample record is always
used (regardless of its significance level). If Signif = 0.05, the sample regres-
sion siope is used only if it is different from zero at the 0.05 significance level.

The Utilities/Set/Restrict toggles the option to restrict concentration versus
flow regressions to the range of sampied flows:

FLUX - VERSIONS.0
Data Calculate Method Plot List Utilities Help Quit
Output View set
Evante Cianif Dactrict Mathad A&
Events Signif Restrict |Method 6

Restrict Toggle Option to Restrict Flow Ranges for Model Application

sampled flow is 98 hm3/year, the predicted concentranon ata ﬂow of

98 hm®/year is applied to all days when the flow exceeds 98 hm*/year. If the
Restrict setting is off, extrapolation of the regression beyond the range of
sampled flows is permitted; this is risky, but may be appropriate if the slope 1s
well defined from the sample data and if the extrapolation is not over a wide
flow range. This option will have no effect if the range of sample flows equals
or exceeds the range of daily flows, which is the desired situation when data are
derived from an ideal sampling program. The setting turns on and off each
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time the Restrict procedure is selected. A screen message beneath the menu
indicates the current setting.

The Utilities/Set/Method 6 procedure toggles the option to conduct error
analysis calculations using Method 6:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Output View Set
Events Signif Restrict Method 6

Method 6 Toggle Option for Error Analysis Using Calc Method 6
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Help procedure

Supplementary help screens can be viewed from the program menu by
selecting the Help procedure:

FLUX - VERSION 5.
~oa -~ A na_ ol _ 4 ~e o a 12 s 1Al Sas [Ty ey "
Data Calcutate Metn Piot List utitities netp Quit
Help View Help Screens
Quit End Session

This provides access to help screens that are organized in seven categories, as
summarized below:

HELP TOPICS

> INTRODUCTORY SC|
MT
~i

DDNNDAM MCrUA
FRUGRAR FILUA

GLOSSARY
DATA FILE FORMAT
TU

RE
rc
wo

CALAHATTINAM MO
UALVULATIUN MG

OUTPUT FORMATS
GENERAL GUIDANCE

S
NG
o

A help category is selected by moving the cursor and pressing <Enter>. A list
of the help screens available in the selected category is presented. Context-
sensitive help screens can also be accessed during execution of other proce-
dures by pressing the <F1> function key. The general Help menu can also be
accessed from any Data-Entry screen by pressing <F9>.
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Quit procedure

FLUX - VERSION 5.0
~oa ~_ 1 _a_ as_al _ 4 -l _a 12 A ezl Al [Ty vy Peoem e
Data Catlculate Method Plot List Utilities Help Quit
Quit End Session
Selecting Quit from the main menu ends the current session after user
g uit irom the main menu ends the current session atier user

Flux input data files can be generated using formats described below (see
Data File Formats). The user directs the flow of the program through the four-
level tree menu screen described in the previous section. A Documented
Session showing steps involved in a typical application is provided at the end of
this chapter. The program starts by reading in the concentration and flow data
and using the data files and date ranges specified by the user. Data stratifica-

1

tion can be defined/redefined at any time, based upon flow, date, and/or season

e am . ot L __af X . YO oal S R PR Iy
ranges. 1ne anadlysis IS subsequenily aireciea 1roim uic main Imenu, wilucn
LI T S S TS A S PL I SR I RS
HICIUUCS CAlCEOIICS V1 proCeaurcs. ALK CXCCULLIE a g1Vl proccuulc, uic pro-
renere sadrrsses $a tlaa seenier sermears Frne amnthae calantin
rain retuimns 10 i€ main meiiu 107 anouier seiection
Racanca aach lnading actimatian nrahlam ic nniane it ic imnanccihla tn
AWV AUOWV VAVl lvwllls wollliiauivil Pl VUiV 1O mu\iuv, av 1o IIIIPUODIUIU w
snecifv a “universal” nathwav for the analvsis. In some cases. a few iterations
pecily a “untversal” pathway Ior the analysis. In some cases, a Iew iferations
(mainlv involvino alternative strata definitions) would bhe reauired before
{(mainly involving alternative strata definifions) would be required beiore
arriving at an accentable loadine estimate. Generallv. however. a tvnical pro-
arriving at an acceptable loading estimate. Generally, however, a typical pro
gram application sequence is outlined in Table 2.4

Further steps would involve, but not be limited to, refinement of the strati-
fication scheme, testing of alternative models, deletion of outliers, and testing
for trends. :

The selection of the “best” loading estimate to be used in subsequent model-
ing efforts is up to the user, based upon the following criteria:

a. Calculation method and stratification scheme yielding minimum
estimated variance in the mean loading estimate.

b. Sensitivity of the loading estimate to alternative calculation methods,
stratification schemes, and individual samples.

¢. Residuals analysis results.

he selection can be based primarily upon minimum estimated variance,
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Table 2.4
Typical Application Sequence

Step | Menu Selections

Function

1 Data/Read/Reset
or Data/Read/Index

Read sample and flow data
from disk

2 Plot/Daily/Date Plot daily flow record,
showing sample dates

3 Calculate/Compare Compare sample and total
flow distributions

4 Data/Stratify/Flow/2Strata Stratify into two groups at
mean flow

5 Plot/Conc/Flow Plot concentration versus flow

6 Calculate/Loads Calculate loads using each
method

7 Plot/Barchart/Loads/Method Plot loads versus calculation
method

8 Method Select calculation method
start with Method 2

9 Plot/Loads/Estimated Observed versus estimated

loads on sample dates

10 Plot/Residuals/Date

Test for time dependence of
residuals

11 Plot/Residuals/Month

Test for seasonal dependence
of residuals

12 Plot/Residuals/Flow

Test for flow dependence of
residuals

13 [ Reiterate ]

Review results
Return to Step 4 or 8
Increase flow strata until
methods converge
Try other calculation methods
Try using daily flows in
place of inst. flows

14 List/Breakdowns

List breakdown by stratum
optimal sample allocation

a. Sampling is representative; date and flow ranges are reasonably well

covered. (Plot/Daily/Date, Calculate/Compare).

b. Sampled and total flow means are equal within each stratum

(Calculate/Compare, Calculate/Loads).

c. Residuals are reasonably independent of date, season, and flow.

(Plot/Residuals/Date,Month,Flow).

Chapter 2 FLUX

2-27



N

(0]

d. Residuals are serially independent. (Plot/Residuals/Autocorr).

e. Sampling events are independent; for intensive data sets only.
(Utilities/Set/Events).

If the above conditions are marginally satisfied or cannot be met because of
existing data limitations, factors other than minimum variance (sensitivity and
residuals analyses) should be given greater weight. Further sampling may be
indicated, particularly if the tributary accounts for a major portion of the total
reservoir loading.

Differences among the various caicuiation methods shouid be interpreted m
relation to the estimated variances For exampie arange o 4

the mean loaalng estimate is of littie SInglcance lI the eStl
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The uncertainty of the estimates ( CVs) may differ substantlally, however. In
most cases, the Method 2 estimate will have the lowest uncertainty and should
be used if convergence is reached. A regression estimate (usually Method 6)
may have the lowest uncertainty if stratification alone does not capture essential
features of the flow/concentration relationship, especially if flow and concen-
tration are strongly correlated within the highest flow stratum.

In applications to small, flashy streams or storm sewers, special considera-
tion must be given to the specification of sample flows. In flashy streams, the
variance and extremes of instantaneous sample flows will be considerably
higher than the variance and extremes of daily mean flows. This can cause
severe bias in the load estimates when (a) concentration varies with flow, and
(b) either the data are stratified based upon flow or a regression method (4-6) is
used. To avoid this bias, the time scale (averaging period) of the sampie flows
should be equivalent to the time scale of the daily flows. This can be accom-
plished in one of two ways:

PUREEEE § P, al ot a4 ~ PR o [ [y [ PR
a. Preprocess the instantaneous flows and sampie concenirations so
Lintd amale cmaeeaala wamaen wand e, T YTV wawmnacandta a Aoiler vvane
that each sample record read by FLUX represents a daily mean
flasz; oA Anil; Aassr ssratahtad wannm ~nnr~on darrn s e
HOW dllu Udlly HUW=WCIEIICU 11ICdl LUNLILCLIL allvll
5. Read the instantaneous flows and sample concentrations into
(1 M 24
FLUX. Run the “Data/Composite” procedure to calculate a
daily flow-weighted mean concentration for each sample day
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Then run the “Data/FlowSub” procedure to substitute daily mean
flows for sample mean flows. Then proceed with load
calculations.

This type of problem is generally indicated when the mean sample flow in
the highest flow stratum is significantly higher than the mean daily flow
(Calculate/Compare or Calculate/Loads procedures). It is also revealed by
plotting sample flows against daily mean flows (Plot/Flow/Both procedure). If
the sample flow rates generally exceed the daily flow rates (particularly in the
'high-flow range), one of the preprocessing steps outiined above shouid be
taken. m any appucauon where mstamaneous sampxes are used, it is generally

reservoir DOOl Unless ﬂow/concentratlon/seasonal dvnamlcs dlffer markedly
among the nutrient components, it is a good idea to use the same stratification
scheme for each component. The stratification scheme can be optimized for
calculating total phosphorus loading (usually the most important) and subse-
quently used in calculating other component loadings.

Procedure Outline

oottt O T YTY A A P PP R SR 'S
roliowing is a iist o1 ali rLUA procedaures. INames are listed o ine Ieit.
Tom A bt e Y ot MA o Vo1 AT Sn 1 AN A Lo £ dimciamdinee AL Al nn
maentation refects ivienu 1evel (Lifnes 1-4). A Ori€l aescripiiof o1 €aci pro-
cedure is given on the right
Data Read and/or Stratify Data
Read Read New Sample and/or Flow Data
Reset Read New Samble & Flow Data; Reset Stratification Scheme
Keep Read New Sample & Flow Data; Keep Current Stratification Sch
Sampies Read New Sampie Data Oniy; Keep Current Stratification Schem
Index Read Sample & Flow Data from Station Index File
Stratify Divide Sanples & Flows into Groups for Load Calculations
Fiow Define Strata Based Upon Flow; Reset Data & Season Limits
2 Strata 2 Flow Strata - Boundary at QMEAN
3 strata 3 Flow Strata - Boundaries at QMEAN/2, QMEAN x 2
4 Strata 4 Flow Strata - Boundaries at QMEAN/Z2, QMEAN x 2, GMEAN x 8
Other Use Flows to Define Strata; Enter Flow Bounds Directly
General Define General Stratification Scheme vs. Flow, Date, Season
Reset Reset Stratification Scheme - Use 1 Stratum Only
List List Current Stratification Scheme & Sample Counts
Delete Delete a Specific Sample or Delete Excluded Samples
One Deiete a Specific Sampie
Excluded Delete All Samples Excluded from Current Stratification Sche
Composite Composite Samples by Date
FlowSub Substitute Daily Mean Fiows for Sampie Fiows

Chapter 2 FLUX 2-29



Title

List
Samples
Flows
Missing

Calculate
Compare
Loads
Series

Yearly
WtrYearly
Monthly
Daily

Method
1 AVG LOAD
2 QWD C
3 1JC
4 REG 1
5 REG 2
6 REG 3

Plot
Barchart

Load
Method
Stratum

Mass
Method
Stratum

Concs
Method
Stratum

Flow

Conc

Flow

Date

Month

Estimated

Histogram

Load

Flow

Date

Month

Estimated

Histogram

Flow

Date

Month

Histogram

Comparison

Both

Daily

Date
1Linear
2Log
3Filled

Month

Histogram

Qfreq
T Freq
V Freq
Residuals

Conc

Load

Flow

Date

Month

2-30

Enter New Title for Labeling Output

List Sample or Flow Input Data

List Sample Data

List Flow Data

List Missing or Out-of-Sequence Daily Flows

Calculate Loads Using Current Data & Stratification Scheme
Compare Sample Flow & Total Flow Distributions

Calculate Loads Using Each Method

Generate Load Time Series Using Current Model

Generate Load Time Series by Calendar Year

Generate Load Time Series by Water Year

Generate Monthly Load Time Series

Generate Daily Load Time Series

Select Flux Calculation Method Used in Plots & Tables
Method 1 - Mean Load

Method 2 - Flow-Wtd-Mean Conc.

Method 3 - Flow-Wtd-Mean Conc. (IJC Modification)

Method 4 - Regression Model 1

Method 5 - Regression Model 2

Method 6 - Regression Model 3 - log(C) vs. log(Q) Separate

Plot Load, Flow, and/or Concentration Data

Barcharts of Load, Mass, or Concentration Estimates

Load (kg/yr) Barcharts vs. Calculation Method or Stratum
Plot Load Estimates (kg/yr) vs. Calculation Method

Plot Load Estimates (kg/yr) vs. Stratum

Mass (kg) Barcharts vs. Calculation Method or Stratum
Plot Mass Estimates (kg) vs. Calculation Method

Plot Mass Estimates (kg) vs. Stratum

Flow-Weighted Concentration (ppb) vs. Calc. Method or Stratu
Flow-Weighted Concentration (ppb) vs. Calculation Method
Flow-Weighted Concentration (ppb) vs. Stratum

Mean Flow (hm3/yr) vs. Stratum

Plot Sample Concentrations (ppb)

Plot Sample Concentration (ppb) vs. Flow (hm3/yr)

Plot Sample Concentration (ppb) vs. Date

Plot Sample Concentration (ppb) vs. Month

Plot Observed vs. Estimated Conc. for Current Calc. Method
Histogram of Observed Concentrations (ppb)

Plot Sample Loads (kg/yr)

Plot Load (kg/yr) vs. Flow (hm3/yr)

Plot Load (kg/yr) vs. Date

Plot Load (kg/yr) vs. Month

Plot Observed vs. Estimated Load

Histogram of Observed Loads (kg/yr)

Plot Sample Flows (hm3/yr)

Plot Sample Flows (hm3/yr) vs. Date

Plot Sample Flows (hm3/yr) vs. Month

Histogram of Sample Flows (hm3/yr)

Sample & Total Flow Histograms

Plot Sample Flow vs. Daily Mean Flow

Plot Daily Flows (hm3/yr)

Plot Daily Flows (hm3/yr) vs. Date

Plot Daily Flows (hm3/yr) vs. Date - Linear Scale
Plot Daily Flows (hm3/yr) vs. Date - Log Scale

Plot Daily Flows (hm3/yr) vs. Date - Filled

Plot Daily Flows (hm3/yr) vs. Month

Histogram of Daily Flows (hm3/yr)

Plot Flow Frequency Distributions

Time Frequency Distributions for Sample & Total Flow
Volume Frequency Distributions for Sample & Total Flow
Plot Residuals = LOG10 (Obs./Est.) Loads with Regression
Plot Residuals vs. Estimated Concentration (ppb)

Plot Residuals vs. Estimated Load (kg/yr)

Plot Residuals vs. Sample Flow (hm3/yr)

Plot Residuals vs. Sample Date

Plot Residuals vs. Sample Month
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Histogram
Autocor

Gridopt

List
Residuals
ALl
outliers
Signif
Breakdowns
Jackknife

Utilities

Output

Screen
File

View
Set

Help

Quit

Events
Signif
Restrict
Method 6

Histogram of Residuals for Current Calculation Method
Plot Residual Autocorrelation - Resid(t) vs. Resid(t-1)
Toggle Plot Grids On or Off

List Output Formats for Current Calculation Method

List Residuals & Screen for Outliers

List All Residuals Without Screening for Outliers

List Outliers

Set Significance Level for Outlier Screening

List Load & Flow Breakdowns by Stratum; Optimal Sample Alloc
List Jackknife Table for Current Calculation Method

Program Utilities & Options

Select Output Destination for Text

Send Output to Screen (Default)

Send Output to Disk File

View any DOS File

Set Program Options & Parameters

Define Maximum Event Duration (Days) For Grouping Samples
Set Significance Level for Testing Flow/Conc Regression
Toggle Option to Restrict Flow Ranges for Model Application
Toggle Option for Error Analysis Using Calc Method 6

View Help Screens

End Session

Data-Entry Screens

Following is a listing of each data-entry screen in FLUX and its associated
HELP file. These are accessed via the Data/Read or Data/Stratify procedures.

The help screens are accessed by hitting <F1>. Additional help screens con-

taining more detailed information on specific fields may be obtained by moving

the cursor to the field and hitting <F8>; this works only when the message
“<F8>=HELP FIELD” appears in the lower right corner of the screen.

DATA-ENTRY SCREEN: Data/Read/Reset, Keep, or Samples

TITLE:
DOS PATH:

FLOW DATA FILE:
FLOW LABEL:

SAMPLE DATA FILE:

SAMPLE STATION
CONC VARIABLE:
FLOW VARIABLE:

SCREENING VARIABLE:

SAMPLE DATE RANGE: >
FLOW DATE RANGE: >

SEASON RANGE:

FLUX INPUT SCREEN

CODE:
CONC UNIT FACTOR:
FLOW UNIT FACTOR:
FLOW SIGN (1 or -1)

RANGE: T0
= < (YYMMDD )
= < (YYMMDD)

>= < (MMDD)
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MNadea Baood
vala Keaa
Dand immiit cammla 2 flau Aata Srnam Aiclk €£ilaa
neau 2] L3 omlp\c o™ TLVUWN wawla 1TV UION 1TILCOD .
PATH enacifioc diractorv for innut filee fo a Ce\Fl1I¥Y)
PATH specifies directory for input files (e.g., C:\FLUX)
Input file formats specified by file extensions:
'file.FLX' - original FLUX format
ifile.WwKi? - LOTUS-123 Worksheet
'file.DAT' - free-format ASCII File
'file.ASC' - alternative free-format ASCII
1L£21 . PI1 A il e S L L Lo A S, £ o
TTILE.FLU® T oaltternative rtreettormat tor uaily TLOWS

Use Procedure 'Help' or <F9> to get description of file formats.

CONCENTRATION & FLOW SCALE FACTORS are read from .FLX files. They
must be entered on screen for other input file formats. Use a flow
scale factor of 8937 if file flows are in ft3/sec (cfs).

If CONC or FLOW labels are blank, user will be asked to select them
from List of all fields contained in file.

Press <F8> to get help on specific input fields.

MATA EAMTDV CMNADEECRN.. Neadta /IDanAd/lomdaw.
WAIAMATLININT OULNLLIN. dld/incau/HIUCA.
DEAN CAMDIE 2 EINU NATA EDNM CTATINM TMNAEY ETIE
REAV OAFMLE & TLUW VAIA TRUM SIATIUN INVEA TiLC
TITLE:
DOS PATH:

STATION INDEX FILE:

SCREENING VARIABLE: RANGE : 0
SAMPLE DATE RANGE: >= ______ < ___ (YYMMDD)
FLOW DATE RANGE: >= ____ < ____ (YYMMDD)
SEASON RANGE: >= < ____ (MMDD)

Reads New Sampies & Fiows from data files specified in a
Station Index File (*.IDX). Station Index Files facilitate
access to sample and flow data. Suggest creating a separate
index file for each project or reservoir.

An ASCI1 text editor (e.g. DOS EDIT) is required to create

r edit an index file (outside of FLUX).

o

1f the TITLE is blank, station label will be assigned.

If the index file name is blank, user will be prompted to select
from a list of all index files stored in the current PATH.

Resets stratification scheme after data are read.

See 'Hel
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DATA-ENTRY

SCREEN: Data/Stratify/Flow

STRATIFY BASED UPON FLOW
UNITS = HM3/YEAR

MEAN FLOW:
MAXIMUM FLOW:

CAMDI E £l nL

STRATUM UPPER FLOW LIMIT "COUNT  COUNT
1 < L
2 < o
3 < _
4 < -
5 <

HELP SCREEN:

Data Stratify Flow

Divide sample & flow data into groups or strata based upon flow.
Set upper bound for flow in each stratum.

Sample included in stratum if floWw < upper bound.
Season & date ranges are reset.

Flow bounds must be in increasing order.

To include all data, upper bound of last defined stratum
should exceed maximum flow.

Set upper flow limit to 0 for unused strata.

CiALIC_ZUMT /VD ) NRATC_/VVMMNNY CCACNAM . 7MMNN Y DDEVINIIC
TLUWOT\IJ/ IRJ VAIET\TITAWI /] SEASUN" \FMMWU J FREVIUVUS
STR >=MI < MAX >=MIN < MAX >=MIN < MAX SAMP FLOWS

n
[}
'

n
[
[
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HELP SCREEN:

Data Stratify General

Divide sample & flow data into groups or strata based upon flow,
date, and/or season.

Sample & flow counts for previous stratification scheme (before
editing) are shown on right.

Set limits to 0,0 to include all data.
Also, if MIN=MAX, all data are included.

Seasonal Definitions Wrap Around Calendar, e.g

MIN= 0401, MAX=1001 (samples between April 1 & Sept 30)
MIN= 1001, MAX=0401 (samples between Oct 1 & March 31)

Samples and flows not within any defined stratum are excluded
£ ad ~calriil atiane 2 Adienl ave
from load calculations & displays.

T Lz\ requires input Adata filac cantaining camnla data (1 o tha cancantrac
A Ry \J\.'ull wo ul}lu‘- ualQ L1Ivo \dulltwlluls Oa—‘llPlU ualta \l.\d s IV VULIVALILLL GV
tions and instantaneous flows) and flow data (i.e, the continuous flow record
for the period of interest). Experience with the program indicates that most of
the effort required to annlv the nroeram involves settine un the reauired data
TEEY WESVEY SWHWEYE VY WYYt WEY PIVOIMARE MITVIT VYD UMD Y WY PV TRE M
files. Several format options are provided to facilitate this task. Five data-file
formats are supported for sample and flow data records. One format is sup-
ported for the optional station index file. Brief descriptions, naming conven-
tions, and file names are given in Table 2.5.
Talll. " E
1a0ie 2.9
EIIIVY Bl B nda
FLUA TIHC TUITHAWD
File Naming File
Format Convention Contents Examples
FLUX formatted * FLX Sample and flow data CADDO.FLX
ASCHl *.DAT Sample data CADDQO S.DAT
Flow data CADDO_Q.DAT
ASCl! * ASC Sample data CADDO _S2.ASC
ASCII *.FLO Flow data CADDO.FLO
Lotus-123 *.WK1 Sample data CADDO_S.WK1
Release 2.X " CADDO_S1.WK1
" CADDO_s2.WKi
Flow data CADDO_Q.WK1
ASCii *.iDX Station index CADDO.IiDX
AtaL L 1 o _ __ 1. 1 . ____ . _____*1_ 1 /d YIJL” 1\ e ed a4l
AINougn Oy one spreaasneet 1ormadt IS proviaeda (". w\ 1), most ouner
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.WK1 format. Lotus WK3 and WK4 (Windows) file formats are not equiva-
lent to the WK1 format. If a Windows version of Lotus is being used, all of the
data must be stored on the first page of the worksheet, and the . WK1 extension
must be specified in saving the file. If the user’s spreadsheet program cannot
save or convert files to the . WK1 format, data can be printed to a disk as an
ASCII file and edited to comply with one of the ASCII formats described
below.

Chapter 2 FLUX
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following general rules apply to all file formats (except where noted):
A Date fieid must be inciuded, iabeied at the top of the fiie as foliows:
DATE Lotus-123 date (Days from Jan 1, 1900), or
YYMMDD  year-month-day format, numeric value

Via 3 PSP RN R Vs I S gl S ¥ QI oAU RSP FJ I PRI IR
LIS 4OCs Not dpply 10 Ui ".rLA 10rmat i wnicn adies are aiways
aaaaaa ad 4a Lo i VURAMANMID o caee o 4) Matas anmennt ha cmnnifiad oo
AJULIICU U UC 111 T I IVHVIDLD 101HIdL). Jales Lallnul ue speouiiicu

character strings

Qnreadshest columne must he conticuous ctartino with Column A (no
Spreaasneet coiumns must o€ conliguous siarmg with coiumn A (no
blank columns).

Spreadsheet Rows must be contiguous (reading stops at first blank

Sample files can be sorted in any order.
Daily flow files should be sorted by date.

Missing values are identified using the missing value codes specified at
the top of the file (ASCII formats).

Blank fields in spreadsheets are assumed missing. If a blank field is
intended, make sure that it is truly blank and not a character field filled
with spaces; the latter will be interpreted as zero (not necessarily
missing).

For concentrations, blank, negative, zero values, or character strings are
assumed missing.
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k. In specifying file names, variable labels, and station codes, case is not
significant (i.e., “stal” = “STA1” = “StA1”).

I A maximum of 64 fields (columns) can be contained in the sample or
flow data sets. FLX format files can contain up to seven fields.

Each file format is described in detail below. Examples are provided on the

program diskette.

* FLX Format for Sampie & Fiow Data

This format is indicated by the .FLX

file ext

ension. This fixed-format file
The file contains four groups:

contains both sample data and daily flow data.
_____ — A2 POl i . AO Al a .\
Uroup 1. 11U€ (IMaximuin = 406 Cnaraciers)
TNADAALAAT (7 AON
FURIMAT (0AJ)
flaenuswe Ve VWoamahla Fandaw IMm T ADCYT M0
TIvUup 4. VAalldaViC 1IIUCA - 11U, LADLL, U
FORMAT(I7 1Y AR FQ N
A4 \JAINIVI YL \lb, e SYa ity ] D.U}
D = Integer subscrint (maximum =7
FEEYE SRVSY | A St = 7
LABEL =  Flow and water quality variable label (e.g., TOTALP, FLOW)
(maximum = 8 characters)
CF = Factor to convert data units to program units
Program Units = MILLION M*/YR (hm*/yr) for flow
Program Units = MG/M? = PPB for concentration
NOTES:

a. Conversion factors contained in the input file will override those

specified on the input screen.

b. If the flow lookup option is used (sample flows retrieved from daily
flows), the appropriate flow conversion factor must be specified on the

FLUX data-entry screen.

c. The order of variable labels must correspond to that specified in Data

Group 3 (coiumns).

J g o PUSEE DRSS Y oh o WHVTIRRY o B, ~ VR |
d. 1nei1astrecora oI pata uroup £ must oe -
V IV, 3N A V YYD o VRN [V ) PR Ao ™ AT
UToup J. WAL Yudiily RECoruy - VAlL,
TNADAMAT /(DL N N TRO NN
FURIVIAL \FO.U,ZLX,/F0.VU)
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C)

PR P ate at oy e]

™

a. ne

FLOW

NOTES:

1
1

I

Rule:

ast record of Data Group 3 must be - “000000”.

Date in YYMMDD 6-character format (e.g., 840126) or
YYYYMMDD 8-character format (e.g., 19840126)

Data value (include decimal points or right-justify in field;
entries that are blank, zero, or negative are assumed to be
missing). At least one of these should refer to sample
concentration. The sample flow field is optional if the
‘Lookup’ option is specified when retrieving data.

Number of variable indexes defined in Group 2

<,

«
L7}

DATE field i
YYMMDD
990113

000113

interpreted as follows:
Year
1999 01 13
2000 01 13

YYO0113
YYO113

19YY 01 13
20YY 01 13

IfYY >=50
IfYY <50

Flow must be in the same units as the sample flows specified
in Group 3. Include decimal point or right-justify in field.
Zero or negative entries are valid. Blank values are inter-
preted as zeros (omit the entire record if flow is missing for a
given date).

a. The last record of Data Group 4 must be - “000000”,

b. Inciude one record for each mean daily flow (maximum flow

FaYaTal

records = 7000).
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The file ‘CADDO.FLX' is an example of the 6-character date format:

degray inflow, Jan 78 - Dec 80 - flows in cms Group 1
id-label----cf----- Group 2
01 flow 31.56

02 total p 1.

NZ +atal
VJ LuLatil

d
04 ortho p 1.

00

dates flow total p tdp ortho p Group 3
780102 4.70 12.00 4.00 4.00

780109 4,39 11.00 10.00 4.00

780117 47.00 71.00 0.00 4.00

780123 9.08 18.00 0.00 8.00

780130 16.30 19.00 0.00 0.00

810922 2.98 16.00 9.00 8.00

810929 13.80 23.00 14.00 10.00

000000

date flow Group &
780101 5.09

780102 4.66

780103 4.66

780104 4.66

801229 4.35

801230 4.25

801231 4.13

000000

<EOF>

format ASCII file. Column locations are not significant. Entries are separated
by spaces or commas. The layout is as follows:

This format is specified by the . DAT" file extension. This is a free-

Line 1 Title
Line 2 Number of Variables = M (columns in database)
Line 3 Missing Value Code (Typically zero or negative)

Line 4 to 3+M  Variable Labels (Max 8 Characters Per Label)
Line 3+M...n Data Records (Any Number, Max 500 used at one time)

Variablé labels must include a date field labeled as:

YYMMDD for dates in YYMMDD Format, or

DATE for dates in Lotus Format (# Days from Jan 1, 1900)
For compatibility after 1999, sample or flow dates specified
using the YYMMDD format are interpreted as follows:
YYMMDD Year Month Day

980113 1998 01 13
000113 2000 01 13
113 2000 01 i3
1000113 2000 01 i3



Rule:
YYO113 19YY 01 13 IfYY>=50
YYO113 20YY 01 13 IfYY <50

1t is recommended that the alternative DATE format (Sequence
Jfrom 1900/1/1) be used in spreadsheet files (* WK1).

If the * WK1 format is used, DATE or YYMMDD values must
be stored in the spread sheet as numerical values (not labels or
characters!)).

Variable labels may include sample flows, concentrations, screening vari-
ables, or other record identifiers. Columns must be contiguous (no biank
columns). Rows (data records) must aiso be contiguous. Sampie records can
be sorted in any order.

The file ‘CADDO_S.DAT is an example of this format for sample records:
degray inflow flows in cms

5

0

yymmdd

flow

tp

total dp

ortho p

780102 4.7 12 4 4

780109 4.39 10 4

etc.

810922 2.98 16 9 8

810929 13.8 2 1% 10

<EOF>

The file ‘CADDO_Q.DAT’ is an example of this format for daily flow records:

801230 4.25
801231 4.13

oA

<cuvr->

T al A AN Al AV I BN IRViARE LA N AV ) ) uulllp'v InovviIvue
Thig alternative ASCII format for camnle data can he uced (inctead of
ALRMO CUILWILIGUI VW LA N/AL RV LU O“‘llylv MGG VAl Uw uwowvu \IIIOI’V“U vi
* DAT format) for files containino data for maore than one ctation  Thae file
DAL Iormail) Ior 1ies contamning aatla 1or more inan one staiion. ine e
layout is as follows

N
w
[{e}
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Line 1 ‘Title’ (enclosed in single quotes)

Line 2 Number of Fields (columns) = Nfields
Line 3 Missing Value Code

Lines 4 thru 3+Nfields ‘Field Labels’ (enclosed in single quotes)
Lines 4+Nfields etc Sample Records, free-format

Each sample record contains station code, date, and numeric fields.

All character entries in this file must be enclosed in ‘single quotes’. This
inciudes the titie iine, fieid iabels, and station iabels. Fieids are delimited by
spaces or commas.

™. . £ a4 A £ 11 /1 ______\ - ccm 3 oA 'O L4 _a_al___ 1 __

1NC 151 ddtd 11€1Aa { CO1UITIN} IS US€d 10 SPECILY d-CNdracier stdion coacs,
enclosed in ‘single quotes’.

Tha fila SCOATMMNMN QY AQEY 28 nm avnnmanla Afthic FAarmnt FAar anmnla

1119 11O \./[‘\UUU__DA.[‘\O\_; 1D all CTA I}JIU Ul Ul 1ulliiiat 1l > IPIU
rnnnrﬂa'
A1VOULIUD,

‘tdp’
‘orthop’

‘Caddo’ 7801024.7 124 4
‘Caddo’ 7801094.3911 104
‘Caddo’ 780117 47 71 -999.999 4
etc.

‘Caddo’ 810915 3.2548 15 15
‘Caddo’ 8109222.98 169 8
‘Caddo’ 810929 13.8 23 14 10
<EOF>

Alithough this exampie inciudes data from only one station, records from
other stations can be inciuded in the file; the program will select tne appropnate

_____ ~ s PR Y

records based upon n the sampie station code specmea on the
vy n

PO 7. IRPLLY . RSN [REIPURPLIIRR I JU I PR 1N
Screen. If UiC SpecCliied SaImpie stduorn coae lS D¢

f
=
-
gz
S m
cuL
7
B §
1
STy
(R
a =
C -
-
a
(=
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Line 1 Title (station descriptor, etc.)
Line 2 Missing Value Code (must be a negative number)
Line3.n  Daily Flows (one record per month)
YYMMQIQ2Q3Q4Q5....Qn, or
YYYY MM Q1 Q2 Q3 Q4 QS5 .... Qn, where n = # days in month
Data records are free format, delimited by commas or spaces (one line/month).

The program will read the appropriate number of days per line, depending
upon specified year and month.

If Line 2 (missing value code) is omitted, all negative values in the flow file
are interpreted as missing,

e o NPRURETGIPTPE TR TIPN ORIy s § o § 4 WY TS ISRy e 94 §o ¥ ¥4 WY oSSRy SR
1Nne yCal Cdll DC 1 2-CNAardcCler ( 1 1 ) or 4-cn Cler (Y Y Y Y ) I0ormat (€.8.,
ON ~we TOOAY Warnoo Lhatiaranis N e d AQ fvas fodacmaatad o ANNAN ¢ ANAD
OV Ul 1704). ICdAld UCLWCCII V allu 477 aiC HICIPICICU a> LUVUVU W0 LU
Tha fila ‘CADNNN BT N’ i¢ an avamnla afthic farmat far daily law rasarde:
LIV IV UN\L/LIV R AN 1D Al Ul\alllplc Ul Uil 1viliiat 1vi uai 11U VY 1ULUIUD.
caddo_g.flo
-1
78 A E NO L LL 7 L4 Fodon Lo ZA aliiiox 40 20 AC 04 AZ /9
1O 1 J.V7 %.,00 %.00 LEeLl. TOr J1 vailues) 10.£Y 12.01 12.4c
78 2 11.72 10.51 9.73 (etc. for 28 values) 9.08 9.8
etc.

This spreadsheet format for sample data is indicated by the WK1 extension.
The layout is as follows:

ROW A B c D E F <-- COLUMN

i Worksheet Titie <-- titie

2 STATION DATE VAR1 VAR2 VAR3 etc.<-- labels (<=64)
3 stal 01/01/86 10.0 20. <-- data records
4 stai 02/03/87 15. 23. 34. W

5 sta2 01/02/86 23. 100. "

etc... (records contiguous)

CTATINN fiald (Antin Y ran ha nicad tn calant Aata fram a cnarifis

A1V J 1 M11VIN AaviIu \UPllUllal} VAll UL UWLU W dYLILLL uala 11vii1 a DPCVILIU
ctatinn Ifinclndad QT ATIN cndac mnet ha etnarad ac charactar canctante 1in
DVAVIVIL, ik ulvnuuvu, M ALRLAV/LIY VWUUWD (11UOL Uw OlVI VAL QO Viidd Aaviivi VULLIOW AW 111
COLUMN A of the worksheet. If the STATION column is excluded, FLUX

9

will read all data from the file

One field may refer to sample flows, others to concentrations (Example:
VARI = flow, VARI = total p, VAR2 = ortho p, etc.) or to sample identifiers.

The Date label (Cell B2 in this example) must be DATE if dates are stored
in Lotus format (days from January 1, 1990). The Date label must be
YYMMDD if dates are stored in YYMMDD format (numeric values only).

The file ‘CADDO_S. WK1’ is an example of this format with the optional
station field included and dates stored in Lotus format:
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A B C D E F
1 degray inflow, fiows in m3/sec
2 Station date flow tp tdp orthop
3 UK 456 01/23/78 3.61 28 22 13
4 UI568 09/29/81 3.01 24 i7 i2
5  XXXX 09/08/81 3.57 18 15 13
6 1234 04/24/78 26.59 42 36 22
7 Caddo 01/02/78 4.7 i2 4 4
8 Caddo 01/09/78 4.39 1" 10 4
9 Caddo 01/17/78 47 7 4
16 Other 03/706/78 7.92 25 25 i2
11 Caddo 01/23/78 9.08 18 8
12 Caddo 01/30/78 16.3 19
etc.

The file ‘CADDO_S1.WK1’ is an example of this format with the optional
station field excluded and dates stored in Lotus format;

A B c D E F

1 degray inflow, flows in m3/sec

2 date flow t tdp orthop

3 01/02/78 4.7 12 4 4

4 01/09/78 4.39 " 10 4

5 01/17/78 47 7 4

6 01/23/78 9.08 18 8

7 01/30/78 16.3 19

The file ‘CADDO_S2.WK1’ is an example of this format with the optional
station field included and dates stored in YYMMDD format:

A B c D E F
1 degray inflow, flows in m3/sec - dates in yymmdd format
2 Station yymmdd flow tp tdp orthop
3 Caddo 780102 4.7 i2 4 4
4  Caddo 780109 4.39 1 10 4
5 Caddo 780117 47 7 4
6 Caddo 780123 9.08 i8 8
WMV L ~t:e 192 DAl D w) Eila Eavennt $ar Naily Clay Nada

SYYNT LULUDSTI LY (NTI. L.AJ THTC T UIHIAQL TUT Vally TV wvala

This spreadsheet format can be used for compact storage of flow data from

multiple stations
ROW A B c D E <-- COLUMN
1 Daily Flow Data Base <-- title
2 NATE CTA1 CTAD CTAZ atsr <-= lahale fo=L/L0
[4 vRAilG Sing S IAC DiRJ T, = LAQUT LD \™~U%y
3 01/01/86 10. 20. <-- data records
4 01/02/86 15. 23. 34. "
B N1 INT INL 2T 10N "
- S AFAIN R o) £J. UV,
etc...

Columns B+ contain daily flow data from different stations.
{e.g., STAI = flow data from station I, STA2 = data from station 2)
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The file ‘CADDO_Q.WK1’ is an example of this format for daily flow

records:
A B C D E
1 degray daily flows in m3/sec
2 date Caddo Sta2 Sta3 etc...
3 01/01/78 5.09
4 081/02/78 4.66
5 01/03/78 4.66
6 01/04/78 4.66
7 01/05/78 4,66
etc...

*.IDX Format for Station Index

A separate index of station codes can be maintained on disk to facilitate

reading of sample and flow data. The default extension of ‘*.IDX" is suggested
to identify a station index file. A maximum of 63 stations can be indexed in a
given file. An index file is accessed through the Data/Read/ Index procedure.

The format is as follows:

5
(¢}

Title (for user reference)
Fiow Scale Factor (default, can be modified when read)

Concentration Scaie Factor (*“ ™)
ines 4+ Station Record, fields enclosed in ‘quotes’

(ol wal wall o
[ o]
W N -

Céntinm Danned DAveant

olalivil NCLUIU TuUlliliatl

Riald NacrrintiAan

1 iviu LE4ANIV] | l}lllUll
1 ctatinn idantifiar (= R ~rharantarg)
i OWRLIVIL 1uViiLLIV] \\ O viidl avivi D}
2 sample station code (reference values in sample file)
3 sample file name
4  sample flow variable (‘lookup’ to retrieve from daily flow data)
5 flow station code (for WK1 or .DAT data file types)
6 daily flow file
7 flow sign (+1 or -1) not enclosed in quotes

This is a free-format file with fields delimited by spaces or commas. All
character strings must be enclosed in single quotes.

It is useful to create a separate index for each reservoir or group of stations

in a common application.

The file ‘CADDO.IDX’ is an example:

“Station Index for Caddo R - Each Reads Equiv. Data from Different File Formats'

31.56 ‘Default Flow Scale Factor (except for * FLX files)!

1 “Default Conc Scale Factor (except for *.FLX files)®

‘Caddoi' * ! 'caddo.flx' *flow' v 'caddo. flx! 1
'Caddo2' ' ! ‘caddo_s.dat' 'flow' L ‘cadde_g.flo! 1
'Caddo3' ' ! ‘caddo_s.dat' 'flow® ‘flow' ‘caddo_qg.dat’ 1
'Caddo4' ‘'Caddo' 'caddo_s.wk1® 'flow' ‘cabDo! 'caddo_q.wk1!' 1
'Caddob' ' ! ‘caddo_s1.wk1' ‘'flow' 'Caddo! ‘caddo_q.wk1!' 1
'Caddoé' 'CADDO' ‘caddo_s2.wk1' ‘flow’ v 'caddo_q.flo! 1
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'Caddo7' ‘'Caddo' 'caddo_s2.asc' 'fLOw' ' ‘caddo_g.flo! 1
'Caddo8' ' ! *caddo. flx!' 'flow' 'flow' ‘caddo_q.dat' 1
1Caddo®' Caddo' 'caddo s.wk1! 1£low! L] Vcaddo  q. flo! 1
'Caddo10' 'Caddo’ 'caddo_s.wk1' 'flow!’ 'CADDO! 'caddo_q.wk1!' 1
'Caddot1' * ! ‘caddo_s.dat' ‘flow' ' ‘caddo.flx!' 1
Field 1 2 3 - 4 5 6 7

~s - at 44 1 ~1 a1 at ] i P o PRSI, R o R

unce me stauon inaex Iiie 1S created, ine necda 1o SpecCily sampie and 1iow
At £l ~nen Aot madm: cnmanne s alitaimntad Tl cioae calantc tha Aacivea A ctn
Qaia 1ies Oil qata-eniry SCreens is eiiimifnated. 1né user seiecCis in¢ aesirea sia-
tinn (Oaddal thes: Oadd-11) Fram 5 menii and the remaining details are raad
ULl (Laluuul Uulu vauuvil 1) 1uiit a liciiu iU UIC 1C1dl ULy UTlally v icau
from the index file.

This section demonstrates a typlcal FLUX session. Asa trammg BXCI'CISG

the user shouid be able to recreate this session Dy mnnmg FLUX and accessmg
the data files for Caddo River suppuea with the program. Notes to the user are

provided in italics below. Selected menu options are underlined. To begin,
enter ‘flux” at the prompt.

F L U X

STREAM LOAD COMPUTATIONS
5.

PUTA
VERSION 5.0
Environmental Laboratory
USAE Waterways Experiment Station
Vicksburg, Mississippi

December 1998

PRESS KEY TO CONTINUE, <ESC> RETURN TO MENU i00

A series of introductory screens appear. These contain brief descriptions of
the program and summarize any new features not documented in this manual.
To bypass these screens, press <Esc> and the program menu will appear.

FLUX - VERSION 5.
Pata Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List
Read, Stratify, or List Data
MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP
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VARIABLE

SAMPLE FILE = STATION =
SAMPLES = 0, DATES = 0 to 0, MEAN FLOW = .00 HM3/YR
FLOW FILE = FIELD =
FLOWS = 0, DATES = 0 to 0, MEAN FLOW = .00 HM3/YR

MAX EVENT DURATION = 1 DAYS, FLOW RESTRICTION = YES

STRATUM: 1 EXCLU TOTAL
SAMPLE COUNTS: 0 0 0
EVENT COUNTS: 0 0 0
FLOW COUNTS: 0 0 0
OUTPUT TO: SCREEN CALC METHOD: @ WTD C

A one-line message describing the currently selected procedure appears at the
bottom of the menu box. Characteristics of the current data set and program
option settings are listed on the bottom half of the screen. Since no data set
has been loaded, the above values are zeroes or blank.

Select Data/Read/Index to read in a data set for Caddo River:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit

Read Stratify Delete Composite FlowSub Title List
Reset Keep Sampies Index

Read Sample & Flow Data from Station Index File

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

READ SAMPLE & FLOW DATA FROM STATION INDEX FILE
TITLE: Caddo River

DOS PATH: d:\coe\fiux\caddo

STATION INDEX FILE: caddo.idx

SCREENING VARIABLE: RANGE: 0 T00
SAMPLE DATE RANGE: >= 0 <0 (YYMMDD)
FLOW DATE RANGE: >= 0 <0 (YYMMDD)
SEASON RANGE: >= 0 <0 (MMDD)
station index file name FB=HELP/FIELD

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

The program reads the station index file ‘caddo.idx' and lists the indexed
stations. As discussed in the Data File Formats section, this example index
file illustrates a variety of data set configurations all accessing the same data.
In practice, users can create separate index files to facilitate access to data for
different stations within a given project or reservoir. Caddol is selected here.
Date or season limits can be entered on this screen. Press <F2> to proceed.
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Caddo?7
Caddo8
Caddo$%
Caddo10

Caddo11

Sample and flow files for the selected station are opened. The program reads
the file headers and asks the user to select the variable to be analyzed (total p)
Jrom a list of all fields contained in the sample file.

Locating Sample File....
OPENING SAMPLE FILE = caddo.flx

DEFINE FIELD FOR: CONCENTRATION
Locating Sample File....

OPENING SAMPLE FILE = caddo.flx
SAMPLE CONCENTRATION FIELD = total p
CONCENTRATION UNITS FACTOR = 1.000000
Define Flow Scale Factor

Scale Factor ? < 31.5600 >?

Define Concentration Scale Factor for: total p
Scale Factor ? < 1.00000 > ?

Flow Scale Factor

Conc Scale Factor 1.0000

Reading Samples...

degray inflow, Jan 78 - Dec 80 - flows in cms
NUMBER OF SAMPLES = 168

OPENING FLOW FILE = caddo.flx

degray inflow, Jan 78 - Dec 80 - flows in cms

non
w
s
W
o
S
e

NUMBER OF FLOW RECORDS = 1096
<H>
Sample and flow counts are listed as the data files are read. The Scale Factor
prompis permit user to change default scale factors stored in the station index
Jile. Press <Enter> to accept default values

Caddo River VAR=total p METHOD= 2 Q WTD C

TABULATION OF MISSING DAILY FLOWS:

Flow File =caddo.flx , Station =

Daily Flows from 780101 to 801231

Summary:

Damantad El aca = 1N0L

REPUILCU TLUN>S = 1UYO

Missing Flows = 0

Zero Flows = 0

Dacidsua Elaa = 1N0L

FUSILIVE TLUWDS = 1UVUY0

<EOF>
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An inventory of daily flows is presented, including date range, missing values,
and zero values. Any flow records out of sequence would also be listed here.
Control returns to the main menu.

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite FlowSub Title List

Read and/or Stratify Data

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

Caddo River VARIABLE = total p
SAMPLE FILE = caddo.flx STATION
SAMPLES = 168, DATES = 780102 to 810929, MEAN FLOW 405.16 HM3/YR

FLOW FILE = caddo.flx FIELD
FLOWS = 1096, DATES = 780101 to 801231, MEAN FLOW

413.59 HM3/YR

MAX EVENT DURATION = 1 DAYS, FLOW RESTRICTION = YES

STRATUM: 1 EXCLU TOTAL
SAMPLE COUNTS: 168 0 168
EVENT COUNTS: 168 0 168
FLOW COUNTS: 1096 0 1096
OUTPUT TO: SCREEN CALC METHOD: @ WTD C

The bottom half of the screen summarizes the current case data. Sample data
can be listed using the Data/List/Samples procedure:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Read Stratify Delete Composite F lowSub Title List
Samples Flows Samples

List Sample Data

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

Caddo River VAR=total p METHOD= 2 @ WTD C
SAMPLE DATE EVENT STRATUM DAILY-FLOW SAMPLE-FLOW CONC FLUX
1 780102 1 1 147.07 148.33 12.00 1779.98
2 780109 2 1 142.97 138.55 11.00 1524.03
3 780117 3 1 1313.53 1483.32 71.00 105315.70
etc...

USE KEYPAD, <F1>=HELP, <F8>=SAVE, <ESC>=QUIT OUTPUT

Both daily mean flows and sample flows are listed along with sample concen-
trations. The listing extends beyond the bottom of the screen. Use the keypad
arrows to forward or backward through the file. The listing can be saved on
disk by pressing <F8>. Press <Esc> to continue.

FLUX - VERSION 5.0
Data Calculate Method plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals Gridopt
Rate Month Histogram
i 2log 3Filled
Plot Daily Flows (hm3/yr) vs. Date - Linear Scale

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP
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Plotting the daily flow record (Plot/Daily/Date/Linear) shows hydrograph
Jeatures and the dates of sample collection (squares). Note that relatively few
high-flow samples were collected during the high-runoff period in late 1978 to
early 1979. The square symbols indicate the daily flows on the dates of
sample collection (not the sample flows).

The Calculate/Compare procedure provides a more quantitative comparison
of sample and total flow distributions.

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Compare Loads Series

Compare Sample and Total Flow Distri

2
g
Y
-
]

omparison of Sampled & T f istr i
------ SAMPLED ----- -==-=-- TOTAL --=---

STRAT N MEAN STD DEV N MEAN STD DEV DIFF T PROB(>T)
1 168 405,16 795.10 1096 413.59 781.02 -8.43 13 .894

Rk 168 405.16 795.10 1096 413.59 781.02 -8.43 .13 .894
Average Sample Interval = 8.1 Days, Date Range = 780102 to 810929
Maximum Sample Interval = 41 Days, Date Range = 790123 to 790306
Percent of Total Flow Volume Occurring In This Interval = 6.4%

Total Flow Volume on Sampled Days = 47003.2 hm3

Total Flow Voiume on All Days = 453292.5 hm3

Percent of Total Flow Volume Sampled = 10.4%

Maximum Sampled Flow Rate

Chapter 2 FLUX



well in this case. This is consistent with impressions derived above from the

daily flow plot. Plotting concentration against flow is generally appropriate

here.

The last statistic indicates that the high-flow regimes are not represented very

VERSION 5.0

LuUux -

I3

VWOEQ

O,

BT

G
i

S FLOW

I+
i

2-49

VERSION 5.0
VERSION 5.0

FLUX
LUX

F

ESTIMATE

Calculate
Method 6 - Regression Model 2 - log(c) vs. Log(Q) separate

o STRAT-1 .
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NETHOD : 6 REC-3

dmL :
mll )
1ﬂ_— a o - L L] E: ‘:
c F -
N wt % g o .“g
LR LRl
I L= L
et
w0
T . -
180 380 16808 3000
S FLOW
o STRAT-1 . ESTIMATE

When Method 6 is selected, the predicted concentration varies with flow.
Some nonlinearity is evident. Concentrations are underpredicted at high
flows. This suggests that more flow strata are needed to capture the flow/

concentration relationship.

The following sequence demonstrates the effects of stratifying the data on
the load estimates. Loads are first calculated without stratification.

Method 2 is reselected.
FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
1 AVG LOAD 2QWID C 3 1JC 4 REG 1 5 REG 2 6 REG 3
Method 2 - Flow-Weighted-Mean Conc.
FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Compare Loads Series
Calculate Loads Using Each Method
Caddo River VAR=total p METHOD= 2 Q WTD C

COMPARISON OF SAMPLED AND TOTAL FLOW DISTRIBUTIONS

STR NQ NC NE VOL%Z TOTAL FLOW SAMPLED FLOW C/Q SLOPE SIGNIF
i 1096 168 168 100.0 413.588 405.163 396  .000

wek 1096 168 168 100.0 413.588 405.163

FLOW STATISTICS

FLOW DURATION = 1096.0 DAYS = 3.001 YEARS

MEAN FLOW RATE = 413.588 HM3/YR

TOTAL FLOW VOLUME
FLOW DATE RANGE
SAMPLE DATE RANGE

1241.05 HM3
780101 1O 801231
780102 TO 810929
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METHOD MASS (KG)  FLUX (KG/YR) FLUX VARIANCE CONC (PPB) cv
1 AV LOAD 93253.1 31077.3 .7923E+08 75.14 .286
2Q WD C 95192.3 31723.5 .2872E+08 76.70 .169
3 14C 96738.0 32238.7 .2913E+08 77.95 .167
4 REG-1 $5971.5 31983.2 .1927e+08 77.33 L137
5 REG-2 92308.6 30762.5 .2024E+08 74.38 .146
6 REG-3 73497.2 24493.5 . 7845E+07 59.22 .114
<EOF>

Results (both the load estimate and CV) for Method 6 are somewhat lower
than results for the other calculation methods. Results for Methods 1-5 are
within a relatively narrow range. This is shown graphically using the Plot/

Barchart procedure:
FLU - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals Gridopt
Load Mass Concs Flow
Methaod Stratim
e niis EALEA L L
Plot Load Estimates (kg/yr) vs. Calculation Method
VAR: total p LOAD (KG-YR)
ESTIMATE +-— 1 STANDARD ERROR
4
3M
8eee;
L
(1]
A 26868
D
18880
AU LOAD Q MTD C 1JC REG-1 REG-2 REG-3

METHOD

M-SE M+SE

We will now try stratifving the data using 2 flow intervals.

FLUX - VERSION 5.0

Data Calculate Method Piot iist utitities Help Quit

Read Stratify Delete Composite FlowSub Title List
Flow General Reset List
2 Strat 3 Strata 4 Strata Other

2 Flow Strata - Boundary at QMEAN
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STRATIFY BASED UPON FLOW
UNITS = HM3/YEAR
WEAN FLOW: 413.588
MAXIMUM FLOW:  9305.78

SAWPLE FLOW

STRATUM UPPER FLOW LIMIT COUNT  COUNT

1 < 413.588 o o

2 < 10236.3 0 0

3 <o 0 0

4 <0 o o

5 <0 0 0

< upper flow bound for stratum 1 (hm3/yr)
F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

ver VAR=total p METHOD= 2 Q WID C

ES EVENTS FLOWS VOLUME %
29 129 833 31.56
9 39 263 68.44
EXCLUDED 0 0 0 .00

TOTAL 168 168 1096 100.00

FLUX - VERSION 5.0
Data Calculate Method plot List Utilities
y @Qfreq Residuals
timated Histogram
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Caddo River
METHOD: 2 Q WTID C

°

°

- comnw seemss Sem e @ - = FLE
e -

OZTOO

o STRAT-1 o STRAT-2 . ESTIMATE

The predicted concentrations using Method 2 now have two levels, one for
each flow stratum.

Loads can be recalculated using the current stratification scheme:

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help - Quit
Compare Loads Series

Calculate Loads Using Each Method

Caddo River VAR=total p METHOD= 2 Q WTD C

COMPARISON OF SAMPLED AND TOTAL FLOW DISTRIBUTIONS

STR NQ NC NE VOL%Z TOTAL FLOW SAMPLED FLOW C/Q SLOPE SIGNIF
1 833 129 129 31.6 171.762 165.135 034  .677
2 263 39 39 68.4 1179.523 1199.102 .647  .000

faadd 1096 168 168 100.0 413.588 405.163

FLOW STATISTICS

FLOW DURATION = 1096.0 DAYS = 3.001 YEARS
MEAN FLOW RATE = 413.588 HM3/YR

TOTAL FLOW VOLUME 1241.05 HM3

FLOW DATE RANGE 780101 TO 801231

SAMPLE DATE RANGE = 780102 TO 810929

METHOD MASS (KG)  FLUX (KG/YR) FLUX VARIANCE CONC (PPB) cv
1 AV LOAD 95976.8 31985.0 . 7069€+08 77.34 .263
2QWuWIDC 94942.0 31640.1 . 1924E+08 76.50 .139
3 1JC 96125.2 32034.4 .1878E+08 77.45 2135
4 REG-1 94052.8 31343.8 .1539E+08 75.79 .125
5 REG-2 92137.3 30705.4 .2581E+08 74.24 .165
6 REG-3 101996.6 33991.1 .3880E+08 82.19 .183
<EOF>

Estimates are compared using the Plot/Barchart procedure:
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FLUX - VERSION 5.0

Data Caicuiate Method Plot List Utilities
Barchart Conc Load Flow Daily Qfreq Residual
Load Mass Concs Flow

Stratum
Plot Load Estimates (kg/yr) vs. Calculation Method

VAR: total p LOAD (KG-YR)

ESTIMATE +-— 1 STANDARD FRROR

DO

aonont
PA. . . o

18606

oil T NON n 1.2Tnh N T~ pEN_1 2er_2
AU LORR Q MTD C 1JC REG-1 REG-2
METHOD
M-SE M+SE
Estimates for all methods have converoed This is a desire 3
Lstimates for all metnods have converged. 1his is g desire 3
flow strata to see whether precision can be improved

FLUX - VERSION 5.0

Data Calculate Method Plot List Utilities
Read Qtratifv Delate Comnacite Fl owSubh
..... Stratify Delete Composite FlowSub
Elow General Reset List
2 Strata 3 Strata 4 Strata Other
3 Flow Strata - Boundaries at QMEAN/2, QMEAN x 2
STRATIFY BASED UPON FLOW
UNITS = HM3/YEAR
MEAN FLOW: 413.588
MAXIMUM FLOW: 9305.78
SAMPLE FLOW
STRATUM UPPER FLOW LIMIT COUNT COUNT
1 < 206.794 0
2 < B827.176 0 0
3 < 10236.3 0
4 < 0 0
5 < 0 0

Chapter 2 FLUX



STRATIFICATION SCHEME:

-~ DATE -- -- SEASON -- -------- FLOW --------
STR >=MIN < MAX >=MIN < MAX >=MIN < MAX
1 0 0 0 0 .00 206.79
2 0 [ (1] [t] 206.79 827.18
3 0 0 0 0 827.18 10236.36
STR  SAWMPLES EVENTS FLOWS VOLUME %
1 93 93 582 15.44
2 61 61 407 35.68
3 14 14 107 48.88
EXCLUDED 0 0 0 .00
TOTAL 168 168 1096 100.00
s
FLUX - VERSION 5.0
Data Calculate Method plot List Utilities Help Quit
Barchart Conc Load Flow Daily AQfreq Residuals Gridopt
Elow Date Month Estimated Histogram

Plot Sample Concentration vs. Sample Flow
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METHOD: 2 Q WID C
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P
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Using 3

Compare |
Compare

Calcul

Data  Caiculate Method Plot  List

nads Series
mraeY el

FLUX - VERSION 5.0

Utilities Help Quit

ate Loads Using Each Method

Caddo River
COMPARISON OF
STR NQ
1 582
2 407
3 107
* 1096

Chapter 2 FLUX

VAR=total p METHOD= 2 Q WTD C

SAMPLED AND TOTAL FLOW DISTRIBUTIONS

NC NE VOLYZ TOTAL FLOW SAMPLED FLOW  C/Q SLOPE SIGNIF
93 93 15.4 120.233 119.816 -.316  .035
61 61 35.7 397.424 399.808 .543  .001
14 14 48.9 2070.698 2324.010 -515 064
168 168 100.0 413.588 405.163
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FLOW STATISTICS

FLOW DURATION = 1096.0 DAYS = 3.001 YEARS
MEAN FLOW RATE = 413.588 HM3/YR
TOTAL FLOW VOLUME 1241.05 HM3

FLOW DATE RANGE
SAMPLE DATE RANGE

780101 TO 801231
780102 70 810929

METHOD MASS (KG) FLUX (KG/YR) FLUX VARIANCE CONC (PPB) cv
1 AV LOAD 105913.8 35296.5 .6190E+08 85.34 .223
2Q WD C 96537.5 32171.8 .1432E+08 77.79 .18
3 1JC 96872.4 32283.4 .1304E+08 78.06 112
4 REG-1 92095.1 30691.4 .1783E+08 74.21 .138
5 REG-2 93187.2 31055.3 . 1890E+08 75.09 .140
6 REG-3 102935.2 34303.9 4579E+08 82.94 .197
Precision has improved. The CV for Method 2 is down to 0.118.
FLUX - VERSION 5.0
Data Calculate Method plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals Gridopt
Load Mass Concs Flow
Method Stratum
Plot Load Estimates (kg/yr) vs. Calculation Method
VAR: total p LOAD (KG-Y¥R)
ESTIMATE +-— 1 STANDARD ERROR
48080}
L 38080}
o
A
D
28068/
10080
A LOAD Q WIDC  1JC REG-1 REG-2  REG-3
METHOD
M-SE M+SE
The methods are still convergent. Now try 4 flow strata.
FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Read sStratify Delete Composite F lowSub Title List
Flow General Reset List
2 Strata 3 Strata 4 Strata Other
4 Flow Strata - Boundaries at QMEAN/2, QMEAN*2, QMEAN*8
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STRATIFY BASED UPON FLOW

UNITS = HM3/YEAR

MEAN FLOW: 413.588

MAXIMUM FLOW: 9305.78
SAMPLE FLOW
STRATUM UPPER FLOW LIMIT COUNT COUNT
i < 206.794 0 0
2 < 827.176 0 0
3 < 3308.70 0 0
4 < 10236.3 0 0
5 < 0 0 0

CYAATYAL omiras

narry -
IKRIIFIVATIIUN SULREMES

Caddo River
ST

VAR=total p METHOD= 2 @ WTD C

-- DATE -- - SEASON -- =-------- FLOW --------
STR >=MIN < MAX >=MIN < MAX >=MIN < MAX
1 0 1] 0 0 .00 206.79
2 0 0 0 0 206.79 827.18
3 0 0 0 0 827.18 3308.70
4 1] 0 0 [t} 3308.70 10236.36
STR SAMPLES EVENTS FLOWS VOLUME %
1 93 93 582 15.44
2 61 61 407 35.68
3 " 11 89 27.53
4 3 3 18 21.35
EXCLUDED 0 0 0 .00
TOTAL 168 168 1096 100.00
FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Danahane Poeo I mmed [ 4P Nasla, AL e Danddieal o N s A e
Pail viiai v LULIC Loau rium vaily L AN !':q RES IUUALD ar IWPL
Elow Date Month Estimated Histogram
Dlat Crmeml o Pamacmébnad i am < Cameml o £ A
FLuUL 9 IPLC LUIRLENILIalLiunl v>. 9 lpu: TLuUw
Caddo River
METHOD: 2 Q NTID C
o8
o C
Il . .
1o . e g A
8 ° . *
c ¥ ) .
1] 60|
N F o, © ° .oo o % o
C M eEee s TN E
BoatBo S 36 o L0
2"|'=|f"é" PR S Sl
o -] <
1T e
lal-_— o E-bu o °
gE : o °
B I N PP | R N
18 3mg 1800 3gag
S FLOW
o STRAT-1 -+ STRAT-2 o STRAT-3 . STRAT-4 . ESTIMATE

Chapter 2 FLUX

2-57



N

00

The highest flow stratum (4) now contains only three samples. This is not a

desirable situation.
FLUX - VERSION 5.0
NData Caleriil ata Mathnad Dlar liet I*ilitiac Haln Ol ¢
Data Calculate Method Plot List Utilities Help Quit
Compare Loads Series
Calculate Loads Using Each Method
Caddo River VAR=total p METHOD= 2 Q WTD C
COMPARISON OF SAMPLED AND TOTAL FLOW DISTRIBUTIONS
STR NQ NC NE VOL%¥ TOTAL FLOW SAMPLED FLOW C/Q SLOPE SIGNIF
1 582 93 93 15.4 120.233 119.816 -.316 .035
2 407 61 61 35.7 207.424 399.808 543 001
3 8 11 11 27.5 1402.069 1450.153 1.011 .087
4 18 3 3 21.4 5376.702 5528.155 1.165  .467
dekk 1006 148 168 100.0 413,588 405163
FLOW STATISTICS
FLOW DURATION = 1006.0 DAYS = 3,001 YEARS
MEAN FLOW RATE = 413.588 HM3/YR
TOTAL FLOW VOLUME = 1261.05 HM3
FLOW DATE RANGE = 780101 TO 801231
SAMPLE DATE RANGE = 780102 TO 810929
METHOD ASS (KG) FLUX (KG/YR) FLUX VARIANCE CONC (PPB) cy
1 AV LOAD 98784.8 32920.7 .2992E+08 79.60 .166
2QWID C 96312.5 32096.8 . 1965E+08 77.61 .138
3 14C 96872.1 32283.3 .1999E+08 78.06 139
4 REG-1 93773.0 31250.5 .27756+08 75.56 .169
5 REG-2 95141.0 31706.4 .3722E+09 76.66 .608
6 REG-3 93901.5 31293.4 .6185E+08 75.66 .251

The CV values using 4 flow strata have increased relative to results for 3 flow

strata. This suggests that the sampling intensity is not sufficient to support

4 strata.

<
m
b
)
-
g)
un

FLUX - .G
Method List Utilities
Load Flow Daily Qfreq Residuals

O o T3P
LCOIKs

Calculate
Conc

Data

Lgﬁﬁ mass

Method Stratum
Plot Load Estimates (kg/yr) vs. Calculation Method

riOw

Help
Gridopt

Quit
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UAR: totai » LOAD (KG/YR)
ESTIMATE +-— 1 STANDARD ERROR

=
4aaaal—
L
o |
U
>
1aaea|—
|
AU LOAD Q WID C  1JC REG-1 REG-2  REG-3
METHOD
N-SE (M+SE
The load estimates from each method are in reasonable agreement Conver-
gence of load estimates as the number of sirata increases is a desired result.
The following table summarizes the effect of increasing the number of flow
ctae et mnze flan v tiaan nbn T LT e cssmnscdadn T canmczn mmianiadae s bz Lmze A Mnsle T .
dirui (W1 A AY] ruwaﬂ W-Wi ’lg icd CArN conceriirdi UﬂjU" wIELnod L.
Alsrsmnhnsw ~d COtsevte LTnvss T ninditsd AAnresn Yalrd
ivamnocer J Erui ritow=-rryrcixriicu-ivicduri | ey 4
1 TK 7 1£0
Vi YAV AV Favy> 4
pi 7L S 120
F UL d 7T
3 77.8 118
4 77.6 138
The mean estimates did not chaj ge significantly, and the error CV was lowest

Jor 3 strata. The increase in error at 4 trata reﬂects data limitations (onlv
three samples in flow interval 4). This causes znstabzlzty, particularly in the
regression methods (4-6), when 4 strata are used. Based upon these results,
the load estimate based upon 3 flow strata and Method 2 is selected. This
could be further refined by adjusting the flow strata boundaries (using the
Data/Stratify/Flow/ Other procedure) to obtain a better C/Q fit and reduce
the CV estimate.

We can reset the stratification scheme to 3 flow strata and examine residuals.
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FLUX - VERSION 5.0

pata Caiculate Method Plot iList Utilities Help auit
Read Stratify Delete Composite FlowSub Title List
Flow General Reset List
2 Strata 3 Strata 4 Strata Other

3 Flow Strata - Boundaries at QMEAN/2, QMEAN x 2

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily afreq Residuals GridOpt

Flow Date Month Estimated Histogram Autocorr

Caddo River
METHOD: Z U WID C
1
o °
.5+
o ° °
n o °
E LR o o @ a
s -3
o® o - o a a o
@ a
1 ® a = A E‘Pn - ° oWn . ° °,a
D e ° &° 8 L Smed 5 o0 °g. 0
u X3 : -2 5 a <3 G o0 0 *o° 2
.| = vgnv e T S o o g oomn
o°
2 o ° ° "u‘:n a ®o LI 4 ©
- i 0o © ° P a
-.8L o b P a . o °
= ° e ]
< ]
-1 T T v
78 79 88 81
DATE
o STRAT-1 . STRAT-2 o STRAT-3 . RECRES
SIAI-1 » SIERI-Z ¢ SIKRI-2 REGRESS

This plot can be used fto test for frend, i.e., increasing or decreasing concen-
trations, adjusted for variations in flow. Generally, several years of monitor-

2 . 7 I S

ing data collected over a wide range of flow regimes are required in order to
. =z 5 . < 7 ~

PUPRTy SV LV a o a L a VERGUPLY » RSP IR N PP NS
make a relaote iest Jor trend. ostrdaiijicaton oased upon daie may oc dppro-
avasdndn S nirmiadiddnusat Seenzad nee atnee nleivesies foa reprsrivsenzad Asa lbnsesn vtiven srrzacm~~nla
Pridie iy Sigrigjicqrii irend or siep cnunge 1> apparceri. Arn ducerndi C approacri
would be to estimate loads separately for different time periods by specifying
ANNrANKito 111:{/3 WANTTNO TN f’nr) MNMaota/Dand nvnnoz]::von

uPl.l' ULT UL UULIC TUIIETD 7 6710 Ralal INvau }/' vLcuur oo

FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Barchart Conc Load Flow Daily Qfreq Residuals GridOpt
Flow Date Month Estimated Histogram Autocorr
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This piot‘ can be used to test for seasonality. If significant seasonal patterns in
the residuals are evident, stratification based upon season may oe
~ 1 L.

upprupnate This is accomplish

R S AL, o 4-1 ,A_A. ra

]
)
s
<
S
%
("
-
S
T
»
-
H
&
-
<
C
n
£

procedure. Now examine the load breakdown by flow stratum
FLUX - VERSION 5.0
Data Calculate Method Plot List Utilities Help Quit
Residuais Breakdowns Jackknife
List Load & Flow Breakdowns by Stratum; Optimal Sample Alloc.

Caddo River VAR=total p METHOD= 2 Q WTD C
FLUX Breakdown by Stratum:
FREQ FLOW FLUX VOLUME MASS CONC (Y
ST NS NE DAYS HM3/YR KG/YR HM3 KG PPB -
1 93 93 582.0 120.23 2761.4 191.58 4400.1 23.0 .050
2 61 61 407.0 397.42 14501.1 442.85 16158.7 36.5 .092

3 14 14 107.0 2070.70  259357.2 606.61 75978.7 125.3

25.3 .
**k 168 168 1096.0 413.59 32171.8 1241.05 96537.5 77.8 .18

Optimal Sample Allocation:

ST NS NE NEX NEOPTX FREQX VOLX MASS%Z VAR%Z VARIANCE cv
i 93 93 55.4 3.8 53.1 15.4 4.6 .0 .5276E+04 .050
2 61 61 36.3 20.8 37.1 35.7 16.7 1.7  .24642E+06 .092
3 14 14 8.3 75.5 9.8 48.9 78.7 98.3 .1407E+08 .148
wwE 168 i68 100.0 100.0 100.0 100.0 100.0 1i00.0 .7432E+08 .1718

Optimal Allocation of 168 Sampled Events Across Strata (According to NEOPT%)

Would Reduce CV of FLUX Estimate from 0.118 to 0.045
The top part of the table shows the distribution of flow, flux, volume, and mass
across flow strata. The middle part of the table lists the distribution of
sampling effort, flow days, flow volume, mass, and error variance, each
expressed as percentage of the total. The bottom part of the table estimates
the potential benefit of optimizing the sample allocation across strata to
obtain the lowest error variance for a fixed number of sampling events.

FLUX
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NE% = percent of total sample events in stratum
NEOPT% = optimal percent of total sample events in stratum

The reduction in error CV attributed to shifting from the current sample
distribution (NE%) to the optimal distribution (NEOPT%) is listed. This can
be used to refine future monitoring program designs.

In this example, 98.3 percent of the variance in the load estimate is attributed
to the Stratum 3. This received only 8.3 percent of the sampling effort (NE%).
An optimal sampiing design would devote 75.5 percent of the effort to
Stratum 3. The optimai design would reduce the error CV from 0.118 to

U.U40.
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PROFILE is an interactive program designed to assist in the analysns and

Fr'l

reduction of pool water quality measurements. The user suppues a data file

........ P TSI S L TN R~ It T S P S
u)nuumﬂg DASIC U OTIMNduUoI OIl Ul morpnomclry Ol tne cbcrvol[ mUIlllUflIlg
ctntimes lanntimnmea crrefanas alasintinm sanned amd csrntaem ~rralitsr sarnmitasmions dntn
station 10Cations, suriace €ievation recora, ana water quaiity monitoring aaia
rafarancrad hy ctatinn data and Aanth  Tha nraagram'e Hincrtinng ara in thraan
IVIVIVIIVOU UY dlatllvll, uaty, iu ucyul. 11IC Pl 5' 11D 1UIVUHVIL Al v LT uuoe
nﬂ"ﬂrﬂl aranc
svllvl“‘ @ welo

a  Dignlav of concentrationg ag a function of elevation location and/or

a.  1hsplay of concentrations as a tunction of elevation, location, ang/or

date.
b. Calculation of mixed-layer summary statistics and standard errors

c¢. Calculation of hypolimnetic and metalimnetic oxygen depletion rates
from temperature and oxygen profiles.

These applications are introduced in the following paragraphs. Details are
given in subsequent sections.

Several display formats support exploratory analysis of reservoir water
quality data. These elucidate important spatial and temporal variance compo-
nents. Reviewing these displays can help the user in evaluating data adequacy,
designing future monitoring programs, and specifying appropriate segmentation
schemes for modeling. The various display formats and options are described
in detail in the Program Operation section and demonstrated in the Docu-
mented Session section of this chapter.

Mixed-iayer water quality data can be summarized in a two-way tabie for-
mat that depicts variations as a function of space (station or reservoir segment)
and time \sampung date ) over aate aepm ana s:auon ranges specmea by the
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adequacy, and application of BATHTUB (Chapter 4) or other empirical
models.

Hypolimnetic oxygen depletion rates are important symptoms of eutrophi-
cation in stratified reservoirs. Using input oxygen and temperature profiles, the
program applies interpolation and area-weighing procedures to calculate deple-
tion rates. Graphic and tabular outputs assist the user in selecting appropriate
sampling dates and thermocline boundaries for oxygen depletion
calculations.

The following sections of this chapter describe:
a. Input data requirements.

b. Application procedures.

c. Program operation.

d. Input data file format.

e. Data-entry screens,

J Documented session.

Input Data Requirements

PROFILE requires an input file containing data in the following groups:

Group 1: Title

Group 2: Parameters and Unit Conversion Factors
Group 3: Reservoir Morphometry

Group 4: Component Key (water quality variables)
Group 5: Station Key (monitoring locations)

Group 6: Elevation Data (reservoir surface elevations)
Group 7: Profile Data (water quality measurements)

All of this information can be specified in a single, fixed-format ASCII file, as
described in the section entitled Input Data File Format. As an option, water
quality measurements (Group 7) can also be read from spreadsheet files or
free-format ASCII files.

Group 2 contains scale factors to convert input area, elevation, and depth
units to metric units used by the program (square kilometers for area and
meters for elevation and depth). Missing concentration values are flagged with
a special code specified in Group 2. The “date blocking factor” is used to
combine data for summary purposes. In large reservoirs, it may be difficult to

Chapter 3 PROFILE



sample all pool monitoring stations in 1 day. If a blocking factor of 2 is speci-
fied, for example, sample dates differing by <=2 days will be associated with
the same sampling round for data-summary purposes.

Group 3 contains an elevation versus surface area table for the reservoir.
This information is used only in computing areal hypolimnetic oxygen depletion
rates.

Group 4 defines water quality components and concentrations interval for
contour piotiing. In euirophication studies, the input file wouid normaiiy con-
tain measurements of oxygen, temperature, total phosphorus, ortho phospho-
is, iNOTganic nitrogen, organic nitrogen, total nitrogen, chiorophy d
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assigned in a logical order (e.g., upstream or downstream order within each
tributary arm). The optional “river kilometer” input for each station would

normally represent the distance along the thalweg from the reservoir inflow;
since the river kilometer index is used only for spatial display purposes, any
frame of reference can be used.

In computing summary statistics, “segment numbers” specified in Group 5
can be used to combine data from specific stations based upon their relative
proximities, major tributary arms, horizontal mixing characteristics, etc. For
example, if the file contains two adjacent stations (or two stations with similar
observed water quality), data from these stations can be grouped by assigning
them the same segment number. Segment numbers can refer directly to the
spatial segments used in reservoir modeling (see BATHTUB). If oxygen
depietion calculations are not desired, it is aiso possibie to use segment num-
bers to refer to stations in different reservoirs.
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generating concentration versus elevation plots and in calculating hypolimnetic
oxygen depletion rates. Only the elevations on sampling dates are used; thus,
the entire daily elevation record is not required. If an elevation value is not
specified for a particular sampling date, it is estimated by interpolation from
adjacent dates with specified elevation values.

PROFILE can handle problems with the following maximum dimensions:

Elevation/Area pairs = 29
Number of stations = 50
Number of samples = 2,500
Number of water quality components = 10
Number of sample dates = 250
Number of measurements = 12,000

Water quality records must specify the station, date, and depth, in addition to
measurements. If the depth field is missing, a sample depth of O is assumed.
Note that limitations on sample numbers and number of water quality compo-
nents apply only to data read into the computer memory at the time of program
execution, not to the data file itself. Since the user is prompted for the ranges
of station numbers, sample years, and water quality components to be con-
sidered in a given run, the data file can be much larger than indicated above
(except for the maximum number of stations). Users should check the online
documentation file (accessed through the HELP menu) for maximum problem
dimensions or other program changes in updated versions of PROFILE
(Version 5.0 is documented here).

Mixed-Layer Water Quality Data Summary

A major function of PROFILE is the calculation of mixed-layer, summary
statistics for characterization of reservoir trophic status, evaluations of data
adequacy and monitoring program designs, and application of empirical
models. Calculation steps (outlined in the Documented Session section)
include the following:

a. Setting the data window to include mixed-layer samples.
b. Generating box plots to depict spatial and temporal variations.
¢.  Summarizing the data in a two-way table format.
These steps are described below.
The data window defines the ranges of stations, dates, and depths to be

included in displays and statistical summaries. For characterization of reservoir
trophic status, the window would normally be set to include all stations, dates
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in the growing season (e.g., April-October), and depths in the mixed layer. In
model development research, a mixed-layer depth of 15 ft (4.6 m) was used for
data summary purposes; this value should be adjusted in specific applications,
based on a review of midsummer temperature profile data. Because the
data-summary procedure does not apply weighting factors with depth, use
outside of the mixed layer (or in nonhomogeneous depth layers) is not
recommended.

The data-summary procedure organizes the data in a two-way tabie depict-
ing spatial (columns) and temporal (rows) vanations. This is illustrated in

Figure 3.1 using Beaver Reservoir data. Spatial groups can be defined by

Al ot __ 4 Ly o IR U Y o B PR | PUTRRR |
Station or reservoir segmeni. Temporai groups are aeiinea vy sampiing round,
ik fa Aatammainad ke commmnda data amnd dota Rlaallin s £ontnn amanifad i tha
wiiich IS getermined oy sampie aate ana aate olocking iactor speciiied in tne
st Fila Tha nirnncs ~f dota hlasling ie dianiicand halawr, A cimmaary valia
unput 111, 111 Pul pch Ul uawe UlUD'\uls Id UIDLUDDTU UCIU W 4 DUl la-ly aluv
Imnnr\ Fa o mnfll’ﬁﬂ\ ;ﬂ nnmn--fnrl p{\" Qﬁl\‘\ l\ﬂll I"f\‘lfll‘\l\l"mﬂ l\l\m‘\;ﬂﬂ"‘ﬁﬂ\ Enf
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averaoged across columns (stations or seoments) to com rvoir me
aged across columns (stations or segments) to cor oIr mean
concentration. Values are subsequently analyzed vertic ate a
median. mean. coefficient of variation (CV. standard d nd
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coeflicient of variation of the mean (CV(MEAN), standard error/mean).

Beaver Reservoir

SEGMENT i 4 6 8 i0 i2 RESERV
DATE WTS> .050 .100 150 250 250 .200
740405 4 4 3 3 3 3 20
740618 4 4 5 3 4 4 24
740830 4 4 4 3 3 3 21
741009 4 4 4 4 4 4 24
SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4 4

SEGMENT 1 4 6 8 i0 12 RESERV
DATE WTS> .050 .100 .150 .250 .250 .200

740405 67.0 47.0 37.0 36.0 16.0 9.0 28.4
740618 61.5 89.0 32.0 16.0 9.0 9.5 24.9
740830 49.5 415 21.0 15.0 12.0 12.0 18.9
741009 48.0 37.5 2%.5 11.0 0.5 10.0 16.8
SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4 4
MEDIANS 55.5 44.3 26.8 15.5 11.3 9.8 21.9
MEANS 56.5 53.8 27.9 19.5 11.9 10.1 22.3

CV  .164 443 .284 575 .254 .30 .24
CV(MEAN) .082 .222 .142 .287 .127 .065 .121

Figure 3.1. Sample PROFILE output: Surface water quality summary
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The distinction between the last two statistics (CV and CV(MEAN)) is
important. CV is a measure of temporal variability in conditions at a given
station (standard deviation expressed as a fraction of the mean). CV(MEAN) is
a measure of potential error in the estimate of the MEAN value. From classical
sampling theory (Snedecor and Cochran 1979), CV(MEAN) is calculated from
the CV divided by the square root of the number of nonmissing rows (sample
dates). This assumes that the rows are statistically independent. The calculation
of CV(MEANS) for the entire reservoir (last column in Figure 3.1) considers
only temporal and random variance components and assumes that the stations
are distributed throughout representative areas of the reservoir.

Estimates of “mean” conditions are generally required for trophic state
assessment and empirical modeling (Chapter 4). Direct calculation of arithme-
tic mean concentrations from all mixed-layer data would be one way of com-
puting desired summary statistics. However, this approach may be undesirable
for two reasons:

a. Lack of robustness (a single errant value can have a major impact on the
computed mean).

b. Nonrandomness in samples (multiple samples taken within the mixed
layer on the same date would tend to be highly correlated).

The PROFILE data summary algorithm has been designed to provide more
robust estimates of the mean and coefficient of variation than would be derived
from simple averaging.

“Robustness” can be introduced by using medians to compute summary
values within each cell. Cells may contain more than one observation as a
result of the following:

a. Replicate sampling at a given station, date, and depth.
b. Sampling with depth within the mixed layer (e.g., 0, 2, 4 m).

¢. Including more than one station per segment (if segments are used to
define columns).

d. Blocking of adjacent sampling dates (specifying date-blocking factors
greater than 1 in the input file).

In the Beaver Reservoir example (Figure 3.1), cells contain between two and
four observations as a result of sampling with depth. Use of the median in
computing a summary value provides some protection against “errant” obser-
vations and yields summary statistics (across stations and across dates) that are
less sensitive to outliers. For example, a cell containing five observations (10,
20, 15, 12, 100) would be summarized by a mean of 31 and a median of 15.
The median is less dramatically influenced by the single high value.
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Medians provide “filtering” of outliers only in cells containing at least three
observations, which may be achieved by replicate sampling, sampling with
depth, including more than one station per reservoir segment, and/or blocking
of adjacent dates. Generally, date blocking should not be used unless the
sampling frequency is at least biweekly and the resulting number of rows is at
least three. In such cases, date blocking may also improve the CV and
CV(MEAN) estimates by reducing serial dependence in the rows.

While the calculation procedure accounts for missing values in the two-way
table, the usefulness and reliability of the surface water quality summary are
enhanced by complete sampling designs (i.e., each station sampled on each
date). Based upon review of box plots and two-way tables, monitoring pro-
grams can be refined by reducing excessive redundancy across stations,
improving characterization of spatial gradients, and modifying temporal sam-
pling frequency to achieve the desired precision in summary statistics.

Figure 3.2 illustrates the use of a Box Plot to summarize spatial variations in
mixed-layer total phosphorus concentrations. In generating Box Plots, data can
be grouped by station, segment, month, round, year, or depth interval. An
accompanying table (not shown) summarizes the distribution of measurements
with each data group (percentiles, median, mean, CV).

Beaver Reservoir
PERCENTILES: 18 - 25 - 58 - 75 - 98 x
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Figure 3.2. Example box plot for Beaver Reservoir

Oxygen Depletion Calculations

This section presents an overview of the procedures for calculating oxygen
depletion rates in stratified reservoir using PROFILE. Calculations are
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illustrated in the Documented Session section of this chapter. Calculations are
applied to vertical oxygen profiles at a given station; simultaneous measure-
ments of temperature are also required to characterize thermal stratification.
Empirical models have been developed for relating near-dam oxygen depletion
rates to surface-layer chlorophyll a concentrations (Walker 1985). Accord-
ingly, the procedure would normally be applied to data from near-dam
stations.

For the present purposes, the areal hypolimnetic oxygen deplietion rate
(HODa, mg/m?-day) is defined as the rate of decrease of dissolved oxygen mass
(mg/day) in the reservoir hypolimnion divided by the surface area of the hypo-
limnion (m?). The rate is a Xpr I umetric basis (HODv
PUURPRY U I DRI SR TS0 TSRS
mg/m -aay), wiich 1S essentiz

=

e c ; i 0o (
& EST RSSATESSs OV ™ . i .- - > sas - ~ e - b \ttad s
order of 10 to 12 g/m*) and HODv determine the days of oxygen supply. Sub-
tracting the days of oxygen supply from the length of the stratified period

(typically 120 to 200 days) provides an estimate of the duration of anaerobic
conditions. While HODv is of more immediate concern for water quality
management purposes, HODa is a more direct measure of surface productivity
because it is relatively independent of reservoir morphometric characteristics.
For a given surface productivity and HODa, HODwv is inversely related to mean
hypolimnetic depth. Thus, the morphometry of the reservoir has a major
impact on the severity of hypolimnetic oxygen depletion at a given surface
water quality condition.

In a given stratified season, the areal and volumetric depletion rates are
calculated between two monitored dates, the selection of which is important.
The following criteria are suggested for selection of appropriate dates:

a. Reasonable top-to-bottom distribution of oxygen and temperature
measurements.

‘Qu

Vertically stratified conditions, defined as top-to-botiom temperature
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because of oxygen transport into bottom waters. The 4 °C temperature
difference is an operational criterion employed in developing data sets for
model calibration and testing (Walker 1985). Special consideration must be
given to water bodies with density stratification that is not related to tempera-
ture. The third criterion is designed to minimize negative biases caused by
calculating HODa values under oxygen-limited conditions. The underlying
model assumes that the depletion rate is limited by the organic supply, not the
oxygen supply.

he first date generally corresponds to the first profile taken after the onset
~ - (g o % A e < A en IR 4 -
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mum temperature gradient and another line tangent to the bottom of the profile.
The top of the thermocline (epilimnetic/metalimnetic boundary) is set at the
intersection of one line tangent to the region of maximum temperature gradient
and another line tangent to the top of the profile. If significant thermocline
migration has occurred between the two sampling dates, calculations should be
based upon the thermocline levels at the last sampling date. A degree of sub-
jective judgment must be exercised in interpreting temperature profiles and
setting thermocline boundaries. Program output provides perspective on the
sensitivity of the calculated depletion rates to the dates and thermocline
boundaries employed.

In response to program prompts, the user specifies temperature and oxygen
variables, near-dam station description, elevation increment (meters), first and
last sampiing rounds, and thermociine boundaries. Profiies are interpoiated and

integrated at the specified elevation increment from the bottom of the reservoir
al < : < 1 -~ <1

to the top of the water column. At elevations below the deepest sampling
point, concentrations and temperatures are set equal to those measured at the
Annmact gamamlims o s Daciilic ara manct raliohls ssdian tha menfilac ara ~nss
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Reservoir example illustrates a pronounced metalimnetic oxygen depletion,
which is often found in relatively deep reservoirs.

Program Operation

Introduction

This section describes the PROFILE menu structure and operation proce-
dures. When the program is run (from the DOS prompt), a series of help
screens summarizing model features is first encountered. If error messages
appear, it generally means that one of the PROFILE program files has been
corrupted or that your computer does not have enough available memory. Try
reinstalling the program. Try unloading any memory-resident software. If you
are trying to run the program from Windows, try exiting Windows and running
directly from DOS. The program permits selection of ‘user mode’ at startup,
after the introductory screens. The selection of user mode is followed by a
menu that provides interactive access to eight types of procedures with the
following functions:

PROFIILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Data Read or List Data
Window Set Data Window
Plot Select Plot Formats
Calculate Calculate Oxygen Depletion Rates or Mixed-Layer Summaries
Utilities Program Utilities
Help Display Help Screens
Quit End Profile Session

A procedure category is selected by moving the cursor (using arrow keys) or by
pressing the first letter of the procedure name. Selected procedures in the
menu box are highlighted on the screen and underlined in the following docu-
mentation. Assistance in navigating around the menu can be obtained by
pressing the <F7> function key. A Help screen describing the selected proce-
dure can be viewed by pressing <F1>. After each procedure is completed,
control returns to the above menu screen.

Data procedures

Data procedures control input and listing of sample data and other
information derived from the input file:

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit

Read List Keys Inventory

Read Read Input Data File

List List Sample Data

Keys List Morphometric Table, Station Key, Date Key
Inventory Inventory Data By Component, Station, and Date
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The Data/List lists the sample data in one of two sort sequences:

PROFILE - VERSION 5.0
Nata Wi ndaw Dlat Calenlata Heilitiae Haln Quii t
Data Yindouw Plot Calculate tilities Help Quit
Read List Keys Inventory
1 Sort 2 Sort
1 Sort List Data Sorted by Station, Date, Depth
2 Sort List Data Sorted by Date, Station, Depth
Window procedures
W dures ar bsets of the data for subsequent

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit

Date/Depth Components Stations Att Reset
Date/Depth Define Date, Season, & Depth Ranges

Components Define Water Quality Components

Stations Define Sampling Stations

ALl Define Date, Season, Depth, Station, & Components
Reset Reset Window to Include All Data

Window parameters remain in effect until another data file is read or one of the
Window/Reset procedures is selected:

PROFILE - VERSION 5.0
Data Window plot Calculate Utilities Help Quit
Date/Depth Components Stations ALl Reset
Date/Depth Components Stations AlL
Date/Depth Reset Window to Include All Dates and Depths
Components Reset Window to Include All Components
Stations Reset Window to Include All Stations
ALl Reset Window to Include All Dates, Depths, Components, Stati

Plot procedures

Plot procedures permit display of water quality data in several formats:

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilitiog Heoln Quit
Data Yindow Plot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
Line Use Pre-Defined Line Plot Format
Contour Use Pre-Defined Contour Plot Format
General Create a Custom Plot Format
Histograms Plot Histograms
Box-Plots Data Summaries & Box Plots by Station, Date, Etc...
Options Set Graphics Options
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vaita wiruUnN LAYY valttuLlale ULILiLies now WUl
Line Contour General Histograms Box-Plots Options

1PR/S/D 2PR/D/S 3PR/D/Y 4C/R/D 5C/D/S 6C/S/SY T7C/D/2ZS 8C/D/ZY

1PR/S/D Vertical Profiles, Symbol = Station, Repeated for Each Date
2PR/D/S Vertical Profiles, Symbol = Date, Repeated for Each Station
3PR/0/Y Vertical Profiles, Symbol = Date, Repeated for Each Year
4C/R/D Concentration vs. RKM, Symbol = Date
5C/D/S Concentration vs. Date, Symbol = Station
8C/s/sY Conc. vs. Season, Symbol = Station, Repeated for Each Year
7c/D/2S Conc. vs. Date, Symbol = Depth Interval, For Each Station
8C/b/2Y Conc. vs. Season, Symbol = Depth Interval, For Each Year
Plot/Contour procedures include four predefined formats:
PROFILE - VERSION 5.0
Data Windnu Dlat Caleulats tirilitiog Heln Quit
Data Yindou Plot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
1E/S/S 2E/S/Y 3E/D/S 4E/R/D
1E/S/S Elevation vs. Season Contour Plot, Repeated for Each Station
2E/S/Y Elevation vs. Season Contour Plot, Repeated for Each Year
3E/D/S Elevation vs. Date Contour Plot, Repeated for Each Station
4E/R/D Elevation vs. RKM Contour Plot, Repeated for Each Date
TVt dlae MMl e el cnen nndens dhi s ccnnce nnin neanta o ~isctnies mlad Lot
USINg € ridvuenerai proceaures, ne user can créai€ a cusiom piot rormat

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Line Contour Generai Histograms Box-Plots Options
Prompt Screen
Prompt Create Custom Piot Format - Prompt Method
Screen Create Custom Plot Format - Screen Method

Plot formats are defined by the water quality component displayed, X-axis
variable, Y-axis variable, symbol variable, and repeat variable. A separate plot
is generated for each unique value of the repeat variable. Frequency distribu-

tions are dispiayed using the Plot/Histograms procedure:

PROF I LE - VERSION 5.0
Data Window plot Calculate Utilities Help Quit
Line Contour General Histogqrams Box-Plots Options
Histograms Plot Histograms

Plot/Box-Piots inciudes vertical or horizontal formats:

PROF I LE - VERSION 5.0
Data Window plot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
Vertical Horizont
Vertical Vertical Box Plot
Horizont Horizontal Box Plet

Box plots are accompanied by a table with summary statistics. Use Plot/
Options to set any of eight options:
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PROFI1LE - VERSION 5.0
Data Window plot Caiculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
Intervals LogScale Scaling Grouping Reduction Break Contour
Intervals Edit Contour Intervals & Depth Intervals for Plotting
LogScale Select Variables to Be Plotted on Logarithmic Scales
Scaling Set Automatic or Manual Plot Scaling
Grouping Set Scaling Options for Plot Groups
Reduction Method for Summarizing Hultiple Values at Same Plot Location
Break Set Gpt:aﬁ to Break Lines at End of Year
Contour Set Contour Plot Resolution & Format

Calculate procedures

Calculate procedures can be selected to estimate oxygen depletion rates
and to generate mixed-layer water quality summaries:

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
HOD Summaries Options
HOD Calculate Hypolimnetic Oxygen Depletion Rates
Summaries Summarize Water Quality Data - Calculate Area-Weighted Means
Options Set Options for Data Summaries

Select Calculate/Options to change default settings for options controlling the
calculation of mixed-layer summaries:

PROFILE - VERSION 5.0
Dats Window Plot Qﬁiﬁyiﬁii Utilities He{p WUit
HOD Summaries Options
Length Columns Method
Length Set Output Format: Short or Long (default)
Columns Set Column Option: Segments (default) or Stations
Method Set Cell Summary Method: Medians (default) or Means

Calculate/Options/Length defines the output format:

PROFILE - VERSION 5.0
Nata L3 ndaw Dl At Caleaiilata el 3¢5 ae Ualn Oy +
Data Yindow Plot Calculate Utilities Help Quit
HOD Summaries Options
Length Columns Method
1 A Chart
Long Short
Long Long Output Format (Default)
Chane Chant Mitriib Canmad . DATUTIID Tomemeibo Nelos
SHIVIE & SV L UULWL ryiimmau eRniInivo lwl.b Ui l\y

The Long format contains a table of sample frequencies and a table of con-
centrations for each component. The Short format contains only the means
and coefficients of variation for each column and for the entire reservoir.
Calculate/Options/Columns defines the column attribute of the data-summary
table:
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PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
HOD Summaries Options
Length Columns Method
1Segments 2Stations
1Segments Table Columns = Reservoir Segments (default)
2Stations Table Columns = Sampling Stations

Calculate/Options/Method sets the method used for summarizing multiple
observations in a given cell of the data-summary table:

PROFTILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
HOD Summaries Options
Length Columns Method
1Medians 2Means
1Medians Use Medians to Summarize Table Cells (default)
2Means Use Means to Summarize Table Cells

Utilities procedures

Utilities procedures can be selected to route output to a disk file or to view

any disk file:
PROF I LE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Output View
Output Select Output Destination
View View Any ASCII File
PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Qutpuyt View
Disk Screen
Disk Direct Output To Disk File
Screen Direct Output to Screen (Default)

Help procedures

The Help procedure provides access to supplementary help screens, orga-
nized in four topics:

PROFILE - VERSION 5.0
Plot Calculate Utilities

Data Window Help Quit

Help Display Help Screens

HELP TOPICS
INTRODUCTORY SCREENS
PROCEDURES

PLOTTING

PROGRAM MECHANICS
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Quit procedure

The Quit procedure ends the current session, after asking for verification

PROF I LE - VERSION 5.0

End Profile Session

Quit

QuIT ?

PROFILE requires a formatted ASCII input data file containing seven
groups of data. The specified formats, descriptions, and limitations of each

detail below.

.

group are given in

40 characters)

Title (maximum
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FORMAT(5A8)
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ELEV =

AREA =

NOTES:

Surface elevation, in increasing order (maximum =
29 entries)

Surface Area

a. The first entry must be the bottom of the reservoir (invert,

AREA =

0).

b. The units should be consistent with the conversion factors in Data

Group 2.

¢. Decimal points should be included or right-justified.

d. The last record of Data Group 3 must be - “00".

Group 4: Component Key - IC, LABEL, V1, ..., V6
FORMAT (I2,1X,A8,6F5.0)

IC =

LABEL

]

Vv =

NOTES:

Component sequence number in Data Group 7

Variable name (e.g., TEMP, OXYGEN, TOTAL P)
(maximum = 8 characters)

Cutpoints to be used to define contour intervals

a. Include the decimal points in V1-V6, or right-justify the entries.

b. The last record of Data Group 4 must be - “00”.

c. Cutpoints can be edited from within the program using the Plot/
Options/Interval procedure.

Group 5:  Station Key - ST, CODE, ELEV, RINDEX, WT, SEG, DESC
FORMAT (12,1X,A8,3F8.0,14,2A8)

ST =

CODE =

ELEV =

Station number used in sample records (must be in
ascending order)

User station code (for general reference)
(maximum = 8 characters)

Elevation of reservoir bottom at the station
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RINDEX = Distance along thalweg from the major inflow (mainstream
stations) (used only for plotting purposes, ignored if <0)

WT =  Factors used in area-weighted averaging across stations
(relative surface area represented by station (estimated
from maps) - weights are rescaled by the program and do
not have to sum to 1.0)

SEG = Integer segment number, used for grouping stations by the
reservoir area

DSC = Station location description (maximum = 16 characters)

NOTES:

a. Include one record for each station in Data Group 7 (maximum = 50)

b. Include the decimal point in ELEV, RINDEX, WEIGHT, or right-
justify the entries.

c. Input units must be consistent with the conversion factors specified in
Data Group 2.

d. The last record of Data Group 5 must be - “00”.

Group 6: Elevation Key - DATE, SELEV
FORMAT (312,F10.0) for 6-character dates or
(14,212,F10.0) for 8-character dates

The program will detect which format is used, based upon the first record
in each group. Use one or the other (do not mix).

DATE = Sample date in YYMMDD format (e.g., 840126) or
YYYYMMDD format (e.g., 19840126)

If 6-character dates are used, they are interpreted as follows:
YYMMDD Year Month Day
99 0 113 1999 01 13
00 0 113 2000 01 13

Rule:
YYO11319YY 01 13ifYY >=50
YYO011320YY 01 13ifYY <50
SELEV =  Surface elevation of the reservoir at the dam on the sample
date
NOTES:

Chapter 3 PROFILE
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a. Include one record for each sample date in Date Group 7.
b. Dates must be in chronological order (maximum = 100 dates).

c. Input units must be consistent with the conversion factors specified in
Data Group 2.

d. Group must contain at least two records; if an elevation record is not
specified for a given sample date, it is estimated by interpolation from
adjacent elevation records.

e. The last record of Data Group 6 must be - “00".
EPTH, C1, ..., C10
for 6- character dates or

Group 7:  Profile Data - ST, DATE
' T .0)
-character dates

2
U2,1X,14,212,11F5.0) 10
Qmr — PP RN DU SIS SRR S c
ol = 21dalion NuUITIoer, iNnacxeda 1n vdla uroup >
NATL — Qarmnla Aata 1v VUVRMAMNMN Ar VUV VVUVMMNDD fAarmnant
AL L Dalllplc Udlv 11 1 I 1viivilJl7 Ul 1 1 I 1 1VIIVIDJL) 1UllliaL,
indavad in Nata irain £
HIUCACU Ul LJalta UIUUP v
NEPTH F— Camnla Aanth
ASAsA A 11 Ualllpl\f le.llll
C = Comnonent concantratione indeved in Data Groun 4
A \’Ul‘lyvllvll‘ WwlJalwwiitl GLIVAAD, ALINAWANAWNS 111 A7ALG Ulvul.l v
(IC value) (maximum = 10)
(L value) (maximmum V)
NOTES

c. Input units must be consistent with the conversion factors specified in
Data Group 2.

d. The last record of Data Group 7 must be - “00".

Note: Inclusion of data in Group 7 is optional. The file name(s) of spread-
sheet or free-format ASCII data files containing sample data may be substi-
tuted. Any number of file names may be specified (one per line). The
component labels in Group 4 should correspond with the field labels in the
data files (not necessarily a 1-to-1 correspondence). PROFILE will read data
from any components contained in both Group 4 and the data file. Station
codes in the data files should correspond to the Station codes (8-character
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alphanumeric) specified in Group 5. The following file formats are
supported:

* WK1 - Lotus-123 worksheet
¥ ASC - ASCII

File formats and conventions are described in Chapter 2 (FLUX - Data File
Formats).

A sample input data file, BEAVER.PRF (6-character dates), is listed below:

Beaver Reservoir - EPA/NES Data

120. *** |length (kilometers)

-9. *** missing value code

.305 *%* elevation conversion to m

.00405 **% area conversion to km2

1.0 **% rkm conversion to km

.305 **%* depth unit conversion factor tom
1. *** date fuzz factor

elev--->area---> ** hypsiographic curve in increasing order ft, acres
914. 0.

938. 240.

982. 1830.

1050. 9750.

1077. 15540.

1080. 16210.

1090. 18800.

1093. 19690.

1100. 21830.

1110. 24950.

1120. 28220.

1130. 31700.

1137. 35860.

1142. 36260.

00

ic label  <---><---><--o><--m><-mo><-- o> *** component key

01 temp 8. 12. 16. 20. 24. 28.
02 oxygen 2. 4. 6. 8. 10. 12.
03 total p 20. 40. 80. 160. 320.

00

st code--->elev--->rkm---->weight-> seg description----> *** gtation key
01 STA 1 916. 119.0 .20 12 above dam

02 STA 2 951. 100.0 .25 10 big city

03 STA 3 999. 76.0 .25 08 below rogers

04 STA 4 1018. 51.8 .15 06 above rogers

05 STA 5 1054. 32.0 .10 04 below war eagle

06 STA 6 1073. 5.7 .05 01 headwater

00

date--selev---> *** elevation key

740405 1124,
740618 1124,
740830  1118.
741009  1119.

00

st date-- depth temp o2 ptot **% sample records
01 740405 0 9.

01 740405 5 11.6 10.0 9.

01 740405 15 11.6 10.0 16.

01 740405 50 11.5 10.0 10.

etc.

00

BEAVER2K. PRF is an example of an 8-character date file.
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NOTE: Spreadsheet file names for free-format ASCII file names may be
substituted for sample records. See example file ‘BEAVER2.PRF’
(6-character date) or BEAVER2K .PRF (8-character date).

Data-Entry Screens

PROFILE DATA INPUT SCREEN

CASE TITLE:

PATH:

DATA FILE:

SAMPLE DATE RANGE: T0 <YYMMDD>
SEASON RANGE: TO <MMDD>
DEPTH RANGE: TO <METERS>

eI D CADEEN.

Tl YWwilLLIv.

Data Read

Reads Input Data File.

if FILE NAME is blank, user seiects from iist of all Profile data
sets in PATH (Default File Extension = *_PRF)
Can define date, season, depth ranges to be read.

Set limits to 0,0 to read all data.

Up to 10 variables can be read.

DATA-ENTRY SCREEN: Window/Date/Depth

PROFILE DATA WINDOW

ROV

SAMPLE DATE RANGE: 0 <YYMMDD>
SEASON RANGE: T0 <MMDD>
DEPTH RANGE: TO <METERS>
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HELP SCREEN:

Nata Windau Nata/Danth

VaLa Wil RAVUN VG\CIVUPLI!

Defines Date, Season, Depth Ranges for Data to Be Used in
Dlattina lietina Cummaryu Dracadiirac

UL AL RAL: - F] hl@kllls‘ U\.ll!"l' FTIVLOWUMI COe

Limits are Inclusive, e.g., MIN <= value <=MAX.

Limits of (0,0) or (MIN=MAX) will include all samples.

Seascon Limits Wrap Around Calendar, e.g.,
MIN=0401, MAX=0930 : Samples between April 1 and Sept 30
MIN=0930, MAX=0401 : Samples between Sept 30 and April 1

EDIT VARIABLE AND DEPTH CUTPOINTS
Upper Limit ( < = ) of Contour Interval
VARIABLE 1 2 3 4 5 6
1
2
3
4
5
[
7
8
9
10

DEPTH (M)

Values Must be In Increasing Order, 0 = Missing

HELP SCREEN:

Each Entry Defines the Upper Limit (<=) of an Interval.
Entries Must Be in Increasing Order.

A '0' Signals End of List, So Cutpoints of 0 Are Illegal.

VALID :2 4 6 8 10 0 < 5 intervals (trailing 0 ignored)
VALID :2 4 0 0 0 O < 2 intervals
INVALID: 2 6 4 0 0 © < wrong order
INVALID: 0 2 4 6 < 0 intervals (leading 0 invalid)
VALID :2 4 6 8 10 12 < 6 intervals

Last Row Defines Depth Ranges for Plots using Depth Intervals.
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DATA-ENTRY SCREEN: Plot/General/Screen

PLOT TITLE:

1- 2- 3- 4- 5-
6- 7- 8- 9- 10

COMPONENT NUMBERS PLOTTED: ____

X-AXIS: __ 1=DATE 2=SEASON 3=JULIAN 4=RKM 5=CONC 6=L0G
7=YEAR 8=MONTH  9=YR-MONTH

Y-AXIS: ___ O=NONE 1=ELEV 2=CONC 3=LOG(CONC) 4=-DEPTH

SYMBOL VARIABLE: ___ 0=NONE 1=STATION 2=SEGMENT 3=DATE 4=Y
S=DEPTH INTERVAL 6=CONC INTERVAL (CONT

REPEAT VARIABLE: ___ O=NONE 1=STATION 2=SEGMENT 3=DATE &

SUMMARY METHOD : 0=NONE 1=MEANS 2=MEDIANS

=YR

HELP SCREEN:

Plot General Screen
Fill in Table As Indicated - Choices Shown on Right.
At Least One Component and X-Axis Must Be Specified.

To Specify Histogram, Set X-Axis to CONC or LOG(C) and

Set Y-Axis to NONE.

1f More Than One Comnonent is Specified, All Will Appear
T Lad L} Lad ot

on Same Plot and SYMBOL Choice Will be Ignored.

Press <ESC> to Return to Main Menu

Documented Session

The PROFILE documented session uses the BEAVER.PREF file (found on

[S7) NP SFAN Aup S AR AL

the distribution diskette and copied to the hard drive during installation) as the
input data set. This file contains data for Beaver Reservoir in Arkansas for the

growing season of 1974, and these data were taken as part of the National

Eutrophication Survey. The documented session illustrates the screens as they

would appear as the program is run. Notes to the user are in italics below.

Selected menu items are underlined. To begin, enter ‘profile’ at the prompt.
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PROFILE
RESERVOIR DATA ANALYSIS
VERSION 5.0

USAE Waterways Expe
Vicksburg, Mis

»w 3w

December 1998

PRESS KEY TO CONTINUE, <ESC> RETURN TO MENU 100

A series of introductory screens appear. These contain brief descriptions of
the program and summarize any new features not documented in this manual.
To bypass these screens, press <Esc> and the program menu will appear.

PROFTILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Read List Keys inventory

Read or iList Data

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

CASE =
DATA FILE =
WINDOW TOTAL
STATIONS = 0 0 PLOT OPTIONS:
DATES = 0 0 SCALING = AUTOMATI MANUAL
COMPONENTS = G [t} GROUPING = SEPARATE GROUPED
RECORDS = 0 0 REDUCTION = POINTS MEANS MEDIANS
LINE BREAK = NO YES
OUTPUT FILE = SCREEN

A one-line message describing the currently selected procedure appears at the
bottom of the menu box. Characteristics of the current data set and program
option settings are listed on the bottom half of the screen. Since no data set
has been loaded, the above vaiues are zeroes or blank.

[V -~
A

slome Th o a WD B 4 .o d . o ]
YCIECT DdAld/ Ik€au o reda inada d
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PROFILE DATA INPUT SCREEN

CASE TITLE: Beaver Reservoir
PATH:
DATA FILE: beaver.prf
SAMPLE DATE RANGE: 0 700 <YYMMDD>
SEASON RANGE: 0 T00 <MMDD>
DEPTH RANGE: 0 70 0 <METERS>

case title

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

This screens the data file and data ranges to be selected. Hit <F2> after
editing and the file is read:

OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...
6 STATIONS 0 SAMPLES 0 DATES 3 COMPONENTS LOADED

SELECT STATIONS

STATIONS

above dam

big city

below rogers
above rogers
below war eagle
headwater

* % % % ¥ ¥

PRESS <SPACE> TO SELECT(*) OR NO( ), <ENTER>=DONE, <a>= ALL, <n>=NONE

Select the stations to be used in this window. All are selected (*) in this
example.

OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...
6 STATIONS 0 SAMPLES 0 DATES 3 COMPONENTS LOADED

PERCENT OF PROGRAM CAPACITY = .0%
STATIONS SELECTED = 6/ 6
SELECT VARIABLES
VARIABLE
* temp
* oxygen
* total p

PRESS <SPACE> TO SELECT(*) OR NO( ), <ENTER>=DONE, <a>= ALL, <n>=NONE
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Select the variables to be used from the above list of all variables contained in
the data file. Hit <Enter> fo continue.

OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...
6 STATIONS 0 SAMPLES 0 DATES 3 COMPONENTS LOADED
PERCENT OF PROGRAM CAPACITY = .0%
STATIONS SELECTED = 6/ 6
COMPONENTS SELECTED = 3/ 3
OPENING INPUT FILE: beaver.prf
Beaver Reservoir - EPA/NES Data
READING MORPHOMETRY...
READING COMPONENT KEY...
READING STATION KEY...
READING DATE KEY...
READING PROFILE DATA...
DEVELOPING SAMPLE INDEX...
6 STATIONS 169 SAMPLES 4 DATES 3 COMPONENTS LOADED
PERCENT OF PROGRAM CAPACITY = 4.2%
<H>

The data file has been successfully loaded. Hit <Enter> in response to the
<H> prompt to return to program menu.

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Read List Keys Inventory

Read or List Data

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

CASE = Beaver Reservoir
DATA FILE = beaver.prf
WINDOW TOTAL
STATIONS = ) 6 PLOT OPTIONS:
DATES = 4 4 SCALING = AUTOMATI MANUAL
COMPONENTS = 3 3 GROUPING = SEPARATE GROUPED
RECORDS = 169 169 REDUCTION = POINTS MEANS MEDIANS

LINE BREAK NO YES

OUTPUT FILE = SCREEN

Case data can be listed using the Data/List/1Sort procedure:

PROFILE - VERSION 5.0

Rata Window Plot Calculate Utilities Help Quit
Read List Keys Inventory
1 sort 2 Sort

List Data Sorted by Station, Date, Depth

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

Beaver Reservoir

ST CODE DATE DEPTH temp oxygen total p
1 STA 1 740405 .0 9.0
1 STA 1 740405 1.5 11.6 10.0 9.0
1 STA 1 740405 4.6 1.6 10.0 16.0
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1STA 1 740405  15.3 1.5
1 STA 1 740405  30.5 8.4
1STA 1 740405  45.8 7.5
1STA 1 740405  61.0 7.3
1STA 1 740618 .0

1STA1 740618 1.5 2.4
1STA 1 740618 4.6 2.2
15TA T 740618 7.6 21.5
1STA 1 740618  12.2 20.4
1STA1 740618  16.8 16.5
1STA1 740618  27.5 12.6
1STA 1 740618  39.7 10.8
1STA1 7640618  52.2 8.5
1STA 1 740830 .0 26.3
1STA 1 740830 3.1 26.3
1STA 1 740830 6.1 26.3
1STA1 740830  11.6 20.4
1STA 1 740830  18.3 17.6

USE KEYPAD, <F1>=HELP, <F8>=SAVE, <ESC>=

-
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HcoOOO

ocrmULorronrBMOO

-
.

—
-t O = md wd

NONOVOUWROROVOON-20
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The Data/List/2Sort procedure generates similar output, but sorted in a dif-
ferent order. The Data/Keys procedure lists the station, variable, sampling

date keys:
PROFILE
Nata Wi ndow Dlat Calenilata
Data Window Plot Calculate
Read List Keys Inventory

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP
STA CODE ELEVATION RKM UEIGHT SEGMENT DESCRIPTION
1STA 1 279.4 119.0 .200 12 above dam

2 STA 2 290.1 100.0 .250 10 big city
3SsTA3 304.7 76.0 .250 8 below rogers
4 STA 4 310.5 51.8 .150 6 above rogers
5STA S 321.5 32.0 .100 4  below war eagle
6 STA 6 327.3 5.7 050 1 headuwater
MAXIMUM CONCENTRATION
LEVEL temn oxygen total p
1 8.0 2.0 20.0
2 12.0 4.0 40.0
3 16.0 6.0 80.0
4 20.0 8.0 160.0
5 24.0 10.0 320.0
6 28.0 12.0 .0
ROUND DATE JULIAN SURFACE ELEVATION
1 740405 95 342.8
2 740618 169 342.8
3 740830 242 341.0
4 741009 282 341.3
<EOF>

The Data/Inventory procedure lists the number of concentration values by

station and date for each component:
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PROFILE - VERSION 5.0
gats Window Plot Calculate Utilities Help Quit
Read List Keys Inventory
List Data Inventory
MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP
DATA INRVENTORY FOR COMPONENT: 1 temp STATION: 1 above dam
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZMAX  CMIN CMAX
M M M - -
1 740405 95 342.8 ) 1.5 61.0 7.3 11.6
2 740618 169 342.8 8 1.5 52.2 8.5 24.4
3 740830 242 341.0 9 .0 51.9 9.2 26.3
4 741009 282 341.3 10 .0 534 9.5 19.6
DATA INVENTORY FOR COMPONENT: 1 temp STATION: 2 big city
ROUND DATE JULIAN SELEV SAMPLES 2MIN ZMAX CMIN CMAX
M M M - -
1 740405 95 342.8 5 1.5 48.8 7.2 10.5
2 740618 169 342.8 9 1.5 49.1 8.7 24.6
3 740830 242 341.0 8 .0 45.8 9.9 25.9
4 741009 282 341.3 9 .0 46.4 10.7 19.6

DATA INVENTORY FOR COMPONENT: 1 temp STATION: 3 below rogers
ROUND DATE JULIAN SELEV SAMPLES ZMIN  ZMAX CMIN  CMAX

M M M - -
1 740405 95 342.8 5 1.5 35.1 7.3 10.7
2 740618 169 342.8 7 1.5 36,9 9.7 25.0
3 740830 262 341.0 6 .0 335 113 26.1
4 741009 282 341.3 8 .0 25.6 16.0 19.7
USE KEYPAD, <F1>=HELP, <F8>=SAVE, <ESC>=QUIT OQUTPUT

PROFILE - VERSION 5.0

Data Window Plot Calculate Utilities Help Qui
singoy  ¥lot  Lalculat vtititie nelp
Date/Depth Components Stations AlL Reset

Define Date, Season, & Depth Ranges

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE

1
8 RUN KUV ING,

<F1,F7> H

PROFILE DATA WINDOW
SAMPLE DATE RANGE: 740405 TO 741009  <YYMMDD>
SEASON RANGE: 0 T0 0 <MMDD>

DEPTH RANGE: 0 T0 61 <METERS>

Window parameters are initially set to include the entire range of values in the

data set. If the minimum and maximum values are equal, all values are

selected. Following are demonstrations of various plot procedures.
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PROFILE - VERSION 5.0

Data Window pPlot Calculate Utilities Quit
Contour General Histograms Box-Plots Options

1ER[§[Q 2PR/D/S 3PR/D/Y 4C/R/D 5C/D/S 6C/S/SY 7C/D/ZS 8C/D/ZY

Vertical Profiles, Symbol = Station, Repeated for Each Date

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

VARIABLE
temp

* oxygen
total p

Beaver Reservoir

DATE : 748485 SYMBOL : STATION VAR : oxygen
358,
34 Leer e
5 32 S T L
- -—-’/—
1] FAB— e e e e

7 8 9 10 11
oxygen

= STA 1 x STA 2 4 STA 3 o STA 4 v STA'S +» STA 6

PRESS R to Rescale, D to Dunp

Select the water quality component(s) to be plotted (oxygen). Plot/Line/1
generates vertical profiles using different symbols to identify stations. A
separate plot is produced for each sampling date.
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Beaver Reservoir

BATE : 741888  SYMBOL: STRTION  UAR: jaen

vy = i ——a

255 1. U

P 328}; s A 4;:;;;;;;;;;2253’- .....................
T e N N S
v J1 / \ .
.................... .
el
ET‘L .............................
mnﬂ 2 q 6 8 18

oxygen

e STA'1 x STA 2 4 STAR 3 o STAR 4 » STA S « STA 6

PRESS R to Rescale, D to Dunp

Select Plot/Contour/4 fo display a longitudinai profile (y = elevation, x =
distance along thalweg (i.e., old river channel)). This format only makes
sense when all selected siations are in the same iributary arm
PROFILE- VERSION 5.0
Data Window plot Calculate Utilities Help Quit
Line Contour General Hlstograms Box-Plots Options
1€/8/8 2E/S/Y 3E/D/S 4E/R/D

evation vs. RKM Contour Plot Repeated for Each Date

m
Py

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP
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Beaver Reservoir

cmerem
.
ST
e
N\,

RKM
«-28 - 48 . 88 - 1680 - 328

Different colors are used to represent contour intervals (not discernable here).
[V PPVR ,\ YN Y o DU | PP SR . U DI (ISP ) 5 PSRN el o 11 T s
OeeCt riovolneradl (o dcjine yaur OW, pl l] rmdi. ememoer indi dil pioty
use data in the current window
PROFILE- VERSION 5.0

Data Window Plot Calculate Utilities Help Quit

Line Contour General Histograms Box-Plots Options

Prompt Screen

<
m
e
Pl
:
o
x
=
—
A
m
3
~+
o
=3
A\
2
A
byl
wn
-
-

..... etter> TO RUN ROUTINE, <F1,F7> HELP

i

PLOT TITLE: Beaver Reservoir

1-temp 2-oxygen 3-total p 4- 5-
6- 7- 8- 9- 10

COMPONENT NUMBERS PLOTTED: 3 0 0 <---all on same plot

NE 1=STATION 2=SEGMENT 3=DATE 4=YEAR
PTH INTERVAL 6=CONC INTERVAL (CONTOUR)

)
-<
=
o
o
2
<
>
£
ot
>
=1
b
m
.
o

w o

mo

REPEAT VARIABLE: 3 0=NONE 1=STATION 2=SEGMENT 3=DATE 4=YR

SUMMARY METHOD : 0 O=NONE 1=MEANS 2=MEDIANS
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This screen provides a high degree of flexibility for defining plots. In this
example, a phosphorus contour plot (elevation versus rkm) is specified. The
plot is repeated for each sampling date (only one is shown below).

DATE 748838 SYMBOL : CONC VAR total p
N
3qar,' <h_;,_?~%ﬁ ' e s S
SO e e\ NS 1 QN RN B
T — VTN
E nal \\\\( \‘?\\\\ \-—:--"‘\ RS SR
P N\
v 3lgt_ .................... —~sir \'\/) : \v} .........
B N A
)l AN
aaF \.\ ................. .
288} : : : \
213 40 68 819 IBIB 128
RKM

- 280 - 48 - B8 - 168 - 320

Select Plot/Contour/1 to display an elevation versus season (month) contour

plot.
PROFILE - VERSION 5.0
Data Window plot Calcuiate Utilities Help Quit
Line Contour General Histograms Box-Plots Options
AE/S/S 2E/S/Y 3E/D/S 4E/R/D

Elevation vs. Season Contour Plot, Repeated for Each Station

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROU

Chapter 3 PROFILE 3-31



w

N

Beaver Raeservoir

-8 .12 - 16 - 28

- 249 . 28

EEai Saria aUNY Sari & SEMUMIA ¢ UYL Virun o vShp
34ar§ f i i, ‘--;J———~—~k\‘__==__ k l‘== ................
:;BgL ( L | . ‘_‘\‘ """" o ,1/ ..........
N
- .
I N S Se———
; ,lr N B S
mIL'_-\\\ U A S N
zgar, kY" .....................
e\
4 6 8 18 12
SEASON

Plot contour intervals can be set using the Piot/Options/Intervals procedure.

PROFILE - VERSION 5.0

Data Window Plot Calculate Utilities He
1 ina fCantaAnr famaral Usatammamo DAav-Dl nte
Line Contour General Histograms Box-Plots
Intervals LogScale Scaling Grouping Reduction Bre
Fdit Caomnanant 2 Nanth Intarvale far Dlatting
Edit Comnonent & Depth Intervals for Plotting

Quit
NNt anc

Options
Contour

lp
ak

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

EDIT VARIABLE AND DEPTH CUTPOINTS
Upper Limit ( < = ) of Contour Interval
VARIABLE 1 2 3 4 5 6
1 temp 8 12 16 20 24 28
2 oXygen 2 4 § 8 10 12
3 total p 20 40 80 60 320 O
4 0 ] 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 ] 0 0 0
9 0 0 ] 0 0 ]
10 0 0 0 0 0 ]
DEPTH (M) 6 8 10 18 0 0
Valuag Muct ha In Incrancing Ordar 0 = Miccing
Values Must be In Increasing Order, 0 = Missing
F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR,

Select Plot/Options/LogScale fo define variables to be plotted on log scales

(often appropriate for nutrient and chlorophyll data, not appropriate for

oxygen or temperature).
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n . Poal aiil s #3343 an Uafm Niis &+
vaila wiTRIVN LAVS vaivuiLan VLILILITD newp wuI L
Line Contour General Histograms Box-Plots i
Interval LogScale Scaling Grouping Reduction Break Contour

Select Plot/Box-Plots to display data summaries by defined groupings.

Y Ul

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Line Contour General Histograms Box-Plots Options

Vertical Horizont
Zxlxlxial BV &V

Vertical Box Plot

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

DEFINE GROUPING VARIABLE

CATEGORY
> STATION
SEGMENT
DATE
YEAR
MONTH
CONC-1
DEPTH-I

Chapter 3 PROFILE 3-33



Baaver Reserveir
PERCENTILES: 18 - 25 - 58 - 75 - 98 x
106|
[r
88~
t 680
o N | ]
t r T
a QBL J_
¢ .3 I
2 * w ser OO TU ST UEUU OO UV UUUUION
M L
WX |
171 1 1
18 T I [
e 1
STRA 1 STA 2 STIA 3 STA 4 SIR S STA 6
STATION

ONE-WAY DATA SUMMARY FOR: 3 total p GROUPED BY: STATION
DATE RANGE: 740405 741009 SEASON RANGE: 0 0 DEPTH RANGE: .0 41.0

STATION N MIN  10%  25% 50% 75% 90% MAX  MEAN EV CV(M)

STA 1 35 7.0 8.6 10.0 11.0 13.0 19.0 100.0 14.4 1.068 .180
STA 2 33 4.0 84 100 13,0 17,5 31.8 65.0 163 .773 134
STA 3 28 11.0 11.0 15.3 20.5 39.0 53.0 136.0 30.5 .821 .155
STA 4 29 20.0 21.0 21.5 32.0 57.0 91.0 212.0 50.1 .981 .182
STA 5 23 29.0 33.8 43.0 53.0 90.0 134.6 18.0 70.3 .562 .117
STA 6 20 39.0 41.3 50.5 62.0 68.8 96.2 180.0 67.2 .449 .100
<EOF>

The asterisks (*) show the median value in each data group. The boxes show
the 25- to 75-percent range. The lines show the 10- to 90-percent range.

Select Calculate/HOD 1o calculate areal hypolimnetic depletion rates. This is
applicable only to stratified reservoirs and to data sets containing late spring/
early summer oxygen and temperature profiles from a near-dam station.

PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
HOD Summaries Options

Calculate Hypolimnetic Oxygen Depletion Rates
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PROFILE : OXYGEN DEPLETION CALCULATIONS

This routine works best if you first set the WINDOW
to consider data from only one year, preferably
during the late spring and early summer when profiles
are most likely to be usefui for oxygen depietion
calculations.

Otherwise, you may be overwheimed with iots of output.

The WINDOW has already been reset to include data

Date limits can be set with the following screen...

PROFILE DATA WINDOW

SAMPLE DATE RANGE: 740405 TO 741009  <YYMMDD>
SEASON RANGE: 0 T0 0 <MMDD>
DEPTH RANGE: 0 10 61 <METERS>

Yy rminaa

samnl at
F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

As indicated in the above help screen, select the sample date and depth ranges
containing the profiles to be used in oxygen depletion calculations. Next,
define the temperature variable, oxygen variables, and station:

HYPOLIMNETIC OXYGEN DEPLETION (HOD) CALCULATIONS FOR NEAR-DAM STATIONS
SELECT TEMPERATURE VARIABLE

VARIABLE
> iemp
oxygen
total p

HYPOLIMNETIC OXYGEN DEPLETION (HOD) CALCULATIONS FOR NEAR-DAM STATIONS
SELECT DiSSOLVED OXYGEN VARIABLE

VARIABLE

> exygen
total p

HYPOLIMNETIC OXYGEN DEPLETI
SELECT STATION FOR HOD CALC

STATION

big city

below rogers
above rogers
below war eagle
headwater

v
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Calculations begin. Hit <Enter> to select the default depth interval for the
calculations:

TOTAL ELEVATION RANGE = 278.8 342.8 METERS
NOMINAL ELEVATION INCREMENT = 3.20 METERS
ELEVATION INCREMERT ? 3.2

DATA INVENTORY FOR COMPONENT: 1 temp STATION: 1 above dam
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZMAX CMIN  CMAX
M M M - -
1 740405 95 342.8 6 1.5 61.0 7.3 1.6
2 740618 169 342.8 8 1.5 52.2 8.5 24.4
3 740830 242 341.0 9 .0 519 9.2 26.3
4 741009 282 341.3 10 .0 53.4 9.5 19.6

DATA INVENTORY FOR COMPONENT: 2 oxygen STATION: 1 above dam
ROUND DATE JULIAN SELEV SAMPLES ZMIN ZMAX CMIN CMAX

M M M - -
1 740405 95 342.8 6 1.5 61.0 8.4 10.0
2 740618 169 342.8 8 1.5 52.2 5.4 9.0
3 740830 262 341.0 9 0 519 .4 7.8
4 741009 282 341.3 10 .0 53.4 .2 7.6

Above is an in ventory nf the oxygen and temperature data in the current

window. Next, select the first and last samnlmg round to be used in oxygen

=]

depletion calculations. (zenerally, the first prof ile should be the first round
after the onset of stratification, and the last profile should be the last round
without anoxic conditions. See text for more details.

DEFINE SAMPLING ROUNDS FOR HOD CALCS
FIRST SAMPLING ROUND <##>? 1

1 AQT QAMRI TMA N edlion 2

LAST SAMPLING ROUND <##>7 3

Vertical Profile Plots for the Selected Dates Follow.

_____ [ PR

Lafer, IDU Hlll BE ASKEG IO apecny tﬂe Upper & LOHEI‘ Boul ar‘i‘és
of the Thermocline for Use in HOD Calculations.
Press <Enter> to Continue
<H>

Five plots follow, showing vertical profiles of temperature, oxygen, areal
oxygen depletion rate and total oxygen demand (below each elevation incre-
ment), and volumetric oxygen depietion rates. View the first piot‘

(temperaturej to select appropriate thermocline boundaries (top, botiom):
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= 748485 x 748838

PRESS R to Rescale, D to Dunmp

oxygen

Beaver Reservoir = EPAARES Data -STAa 1
o INTERPOLATED PROFILES
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; e
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268
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PRESS R to Rescale, D to Dump
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Beaaver Reserveoir - STA 1
VOLUMETRIC DEPEL. RATE (MG/M3-D) 748485-748830
e
K ¥T: S srert e e s sen e s et sasentna e e s a s dygaar et e s sras e et ek e bt are e st s b e s e b et n st et b s anen e
L-q___ﬁ__e_ \\{
X ~— 4
e >
E 328 JOOTO Rz voutt SO SOOOUTOROOTOOON
L .t #_'__,_,_.-——"
E /{
e N~
IRB— \\"k .............
‘\‘\:EQ&
2680 . gtm"m" .........................
2cal
18 28 38 40 58 68 78
axygen
= AT ELEV x MEAN
PRESS R to Rescale, D to Dunmp

The upper plot shows the total oxygen demand (kg/day) below each elevation.
This may be useful for sizing hypolimnetic aerators. The lower plot shows
volumetric oxygen depletion rate at each elevation and the mean depletion

rate below each elevation.

Thermocline boundaries are defined in the following screen:

ENTER THERMOCLINE BOUNDARIES BETWEEN

278.8 AND

ELEV AT TOP OF HYPOLIMNION? 305
ELEV AT TOP OF METALIMMION? 325

oV A

m Vol ) | .

R aruvaond

342.8 IN METERS

he following output table shows calculation resulits:

Beaver Reservoir

STATION: 1 above dam RKM: 119.0

iR Al e SUUVe

COMPONENT: 2
BASE

[N

DATES: 740405 TO 740830

STATISTIC HYPOLIMNION METALIMNION
ELEVATION M 305.00 325.00
SURFACE AREA KM2 15.90 53.01
VOLUME HM3 125.66 643.67
MEAN DEPTH M 7.90 12.14
MAXIMUM DEPTH M 26.23 20.00
INITIAL CONC G/M3 8.93 9.70
FINAL CONC G/M3 2.79 2.70
AREAL DEPL. RATE MG/M2-DAY 330.03 578.02
VOL. DEPL. RATE  MG/M3-DAY 41.76 47.61

You may repeat the calculations using different thermocline boundaries, if

desired.

Chapter 3 PROFILE
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FIEV. 279 .4
- . &i7.5

BOTH
325,00

SL2 .UV

53.01
769.33
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TRY OTHER BOUNDARIES <0.=NO,1.=YES>? 0

The following plot shows the time series of volume-weighted mean oxygen
concentrations in the hypolimnion and metalimnion. The slopes of these lines
are proportional to the volume-weighted mean oxygen depletion rates.

Beaver Reservoir -STA 1
VOLUME-WEIGHTED CONCENTRATIONS
1
bt
a
o~ \\
o
x
v T
q
e
n Gl
0000V TORH S0 USRS SNSRI SSSSPISISPISPISHION SIS S
56 168 158 280 250 3ea
JULIAN
= HYPOLIM x METALIN
PRESS R to Rescale, D to Dunp

View Calculation File 2 n

Hit y to view details of oxygen depletion calculations. Hit n to return to
program menu.

Following is a demonstration of the Calculate/Summaries procedure. This
procedure constructs a two-way table with columns defined by station/segment
and rows defined by sampling round. First set the data window to include

phosphorus:
= PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit
Date/Depth Components Stations All Reset

Define Water Quality Components

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

VARIABLE

temp

oxygen
* total p

-4
3-40 Chapter 3 PROFILE



Nada [WE-go" P [P Pl ool ol s ) Sl mn Nis &
vata winaow Lo LalClUigye utitities WUt
HOD Summaries Options

MAVE MIDCND 2 UIT <Entars ND <Eirat | attans TN DI DAITIME «<E1 £7> UEID
Vi WROUN & i SERIILTTI 7 UR MM 1OV LS LLEY 7~ IV RUrR RV l“l—, ~T I,' LR LIS ™ o
A help screen appears
Ir /ol o8
Mixed-Layer Water Quality Summaries
On the next screen, you will specify the data to be summarized.
Set the DEPTH range tc reflect the mixed layer of the reserveir.
Set the SEASON range to reflect the growing season.
Constraints:
Maximum Samples = 4000
Maximum Rows (Sampnling Dates) = 200
Maximum Columns (Stations or Segments) = 20
PRESS KEY TO CONTINUE, <ESC> RETURN TO MENU 21

SAMPLE DATE RANGE: 40405 TO 7471009  <YYMMDD>
SEASON RANGE: 0 T0 0 <MMDD>

DEPTH RANGE: 0 To 10 <METERS>

Results:

Columns = Seaments

Cell Summaries = Medians
Output Format = iong
Beaver Reservoir

COMPONENT: total p , DEPTHS: .0 70 10.0M

total p SAMPLE FREQUENCIES:

SEGMENT 1 4 6 8 10 12 RESERV

DATE WTS> .050 .100 .50 .250 .250 .200

740405 4 4 3 3 3 3 20

740618 4 4 5 3 4 4 24

740830 4 4 4 3 3 3 21

741009 4 4 4 4 4 4 24

SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4 4
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total p SUMMARY VALUES:

SEGHMENT 1 4 6 8 10 12 RESERV
DATE WTS> .050 .100 .150 .250 .250 .200
740405 67.0 47.0 37.0 356.0 16.0 2.0 28.4
740618 61.5 89.0 32.0 16.0 9.0 9.5 24.9
740830 49.5 415 21.0 15.0 12.0 12.0 18.9
741009 48.0 37.5 21.5 1.6 185 10.¢ 16.8
SAMPLES 16 16 16 13 14 14 89
DATES 4 4 4 4 4 4
MEDIANS 55.5 44.3 26.8 15.5 11.3 9.8 21.9
MEANS 56.5 53.8 27.9 19.5 11.9 10.1 223
CV 166 443 284 575 .254 L1300 241

CV(MEAN)  .082 .222 .142 .287 .127 .065 .121

PROFI1LE - VERSION 5.0

Data Window Plot Calculate Utilities Help Quit

Display Help Screens

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

PRESS <ESC> TO QUIT

HELP TOPICS
INTRODUCTORY SCREENS
PROCEDURES

PLOTTING

PROGRAM MECHANICS

Colort Nt tn o coccinn-.
LDCICUE \JUIL U CTHR OCDIEUTE.
PROFILE - VERSION 5.0
Data Window Plot Calculate Utilities Help Quit

End Profile Session

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

QUIT ?
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ance, BATHTUB can also be configured for simultaneous application to
collections or networks of reservoirs. As described in Chapter 1, applications
of the program would normally follow use of the FLUX program for reducing
tributary monitoring data and use of the PROFILE program for reducing pool
monitoring data, although use of the data reduction programs is optional if
independent estimates of tributary loadings and/or average pool water quality
conditions are used.

The functions of the program can be broadly classified as diagnostic or pre-
dictive. Typical applications would include the following:

a. Diagnostic.

(1) Formulation of water and nutrient balances, including identification
and ranking of potential error sources.

(2) Ranking of trophic state indicators in relation to user-defined
reservoir groups and/or the CE reservoir database.

P R,

Q-
o
=y
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(1) Assessing impacts of changes in water and/or nutrient loadings.
(2) Assessing impacts of changes in mean pool level.

(3) Estimating nutrient loadings consistent with given water quality
management objectives.

The program generates output in various formats, as appropriate for specific
applications. Predicted confidence limits can be calculated for each output var-
iable using a first-order error analysis scheme that incorporates effects of
uncertainty in model input values (e.g., tributary flows and loadings, reservoir
morphomeiry, monitored water quality) and inherent modei errors.

A Antnilad Ancnsmtbinm ~Af 4o LAll vy $mnsmsna sa iranm 101 tha ramenininag
A UCLAlICTU UCHU lpu 1 Ul UIC 1ULIVW lg lUlJlbb D 5lVUll 111 uic lClllalllllls
sections of this chapter.
“ i lleGr"
b. Program oneratio
. gram operation.
¢. Abpbplication steps
rr hatiad =TTre

d. Procedure outline.
e. Data entry screens.
/- Documented session.
g. Instructional cases.
These and other features of the program may be examined by reviewing the

example data sets supplied at the end of this chapter and by viewing help
screens supplied with the program.

A flow diagmm for BRATHTUR calculal

a. Water balance.

b. Nutrient balance.

c. Eutrophication response.
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ENTER/EDIT CASE DATA
LIST CASE DATA

|

MODEL CORE

CALCULATE WATER BRALANCE
CALCULATE COMPONENT BALANCES:
® CONSERVATIVE TRACER
® NITROGEN
CALCULATE WATER QUALITY RESPONSES:
® CHLOROPHYLL-a
SECCHI
ORGANIC N
PARTICULATE P
OXYGEN DEPLETION

l

ERROR ANALYSIS

ALTER INPUT OR MODEL ERROR TERM

ACCUMULATE OUTPUT SENSITIVITIES

EXECUTE MODEL CORE
T

At e oA vy

CALCULATE OUTPU

yanvauAms
VAKIANLEDS>

LIST
LIST

11T
Liol

LIST
LIST

11T
Liol

PLOT

SEGMENT HYDRAULICS AND DISPERSION

GROSS WATER AND COMPONENT BALANCES
BALANCES BY SEGMENT

OBSERVED VS. PREDICTED STATISTICS

DIAGNOSTICS AND RANKINGS

QIMMMADY MAIITHDIIT TADIEQ
SQUMMART WIruJil I1ADLEY

OBSERVED AND PREDICTED CONFIDENCE LIMITS

END

Figure 4.1. Schematic of BATHTUB calculations
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Using a first-order error analysis procedure (Walker 1982), the model core is
executed repeatedly in order to estimate output sensitivity to each input variable
and submodel and to develop variance estimates and confidence limits for each
output variable. The remainder of the program consists of graphic and tabular
output routines designed to summarize results.

Control pathways for predicting nutrient levels and eutrophication response
in a given model segment are illustrated in Figure 4.2.
Prealcuons are based upon empmcal modelis which have been calibrated
r

and tested for reservoir applications (Walker 1985). Model features are docu-

LV}

a1 _ L 11 __ PR P A £ cac T LY oA YN B AL 2 e A
mentea as 10110wWS: SymooOl ACHINIUOMNS { 140I€ 4.1), MOUCI equalloils and
mmbinms Tablla A A\ qerimmalasccmmbnm: macmnmoan mndale Mabkla A 2) qvenes ctatiotine
opuions { 1avi€ 4.2), suppiementiary response modaeis ( 1aoi€ 4.5), error Siatistics
(Tahla A A\ and dicaognactins variahlac Mahkla A &)
\iauviv 7.9, daliu Ul 1IUDUL VAl IAUILD (1 aVIT 7.0 ).
S lls!ed il’\ able A ’) Se\'lera! Qr\finnc are nrnvir‘pd nr mnr’lp]lno nnfripnf
Asli in Table 4.2, ral options are provided for modeling nutrient
edimentation, chlorophyll 4, and transparency. In each case, Models 1 and 2
are the most general formulations, based upon model testing results. Alterna-
tive models are included to permit sensitivity analyses and application of the
program under various data constraints (see Table 4.2). Table 4.3 specifies

submodels for predicting sunnlementarv response variables (organic nitrogen,
particulate phosphorus, principal components, oxygen depletion rates, trophic
state indices, algal nuisance frequencies). Error statistics for applications of the
model network to predict spatially averaged conditions are summarized in
Table 4.4.

The following sections describe underlying theory. The development and
testing of the network equations (Walker 1985) should be reviewed prior to
using the program.

Segmentation

Through appropriate configuration of model segments, BATHTUB can be

applied to a wide range of reservoir morphometries and management probiems.

Figure 4.3 depicts segmentation schemes in six general categories:

a. Singie reservoir, spatially averaged.

)l
w
5
w©
)
-

Ved DQH“Q] 'ncanlﬂ;r nr nmhﬂ‘]mn“" cﬂnmﬂ“fﬂl‘

. 4 QI LI 1WwOoWL YULL VI wvilivaYyilliviiy, Dvslll\vlllvu

d Sinole racarvair ¢natiallv averaced multinle ccenario
Singie reservolr, spatially averaged, mulliple scenario
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HODv

r

MODv

]
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1]

Nonalgal Turbidity (m") = 1/S-0.025B
Surface Area of Segment (km?)
Cross-Sectional Area of Segment (km*m)
Intercept of Phosphorus Sedimentation Term

Evmnmamsd ~F
LXpVLnoin Ul

Chlorophyll a Concentration (mg/m°)

Reservoir Area-Weighted Mean Chlorophyll a Concentration (mg/m

Nutrient-Potential Chlorophyll a Concentration (mg/m°)
Calibration Factor for Chlorophvil &
Calibration Factor for Dispersion

Calibration Factor for N Sedimentation Rate

Calibration Factor for P Sedimentation Rate

Calibration Factor for Secchi Depth

Dispersion Rate (km?/year)

Numeric Dispersion Rate (km?/year)

usive Exchange Rate between Adjacent Segments (him”/year)
Summer Flushing Rate = (inflow-Evaporation)/Volume (year')
Tributary Inorganic N Load/Tributary Total N Load

Tributary Ortho-P Load/T ributary"T'otaI P Load

Dispersion Calibration Factor (applied to all segments)

3
<]
-
C
o
1]
{9
S
Q
o
[=
T
3
Q
<
=]
[=%
@

Near-Dam Hypolimnetic Oxygen Depletion Rate {(mg/m°-day)
Segment Length (km)
Near-Dam Metalimnetic Oxygen Depletion Rate {mg/m°-day)

Reservoir Total Nitrogen Concentration (mg/m®)

%)
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Chapter 4 BATHTUB

Table 4.1 (Concluded)

Ni = Inflow Total Nitrogen Concentration (mg/m?°)

Nin = Inflow Inorganic N Concentration {mg/m®)

Nia = Inflow Available N Concentration (mg/m°)

Ninorg = Inorganic Nitrogen Concentration (mg/m°)

Norg =  Organic Nitrogen Conceniration {mg/m°)

P = Total Phosphorus Concentration (mg/m?°)

Pi = Inflow Total P Concentration (mg/m°)

Pio =  Inflow Ortho-P Concentration (mg/m®)

Pia = Inflow Available P Concentration (mg/m?®)

Portho = Ortho-Phosphorus Concentration {(mg/m®)

PC-1 = First Principal Component of Response Measurements

PC-2 = Second Principal Companent of Response Measurements

Q =  Segment Total Outflow (hm®/year)

Qs = Surface Overflow Rate {m/year)

s = Secchi Depth (m)

T = Hydraulic Residence Time (years)

TSlp =  Carlson Trophic State Index (Phosphorus)

TSlc = Carlson Trophic State Index (Chlorophyll a)

TSls = Carlson Trophic State Index (Transparency)

U = Mean Advective Velocity (km/year)

v =  Total Volume (hm°

w = Mean Segment Width (km)

Wp = Total Phosphorus Loading (kg/year)

Wn = Total Nitrogen Loading (kg/year)

Xpn = Composite Nutrient Concentration (mg/m°)

z = Total Depth (m)

Zx = Maximum Total Dapth (m)

Zh = Mean Hypolimnetic Depth of Entire Reservoir (m}
I Zmix = Mean Depth of Mixed Layer (m)




'S

00

Mode! 1: Compute Mass Balances

P | Sedi .
Unit P Sedimentation Rate (mg/m®-year) = CP A1 P*?
Soiution for Mixed Segment:

Second-Order Models (A2 = 2)

P—=1I121{1 £ ACPATPITVOSINI2CP AT T
v U1 T A T SO ATV JhE ST Ay

First-Order Models (A2 = 1)

P =Pi/{1 + CPATT)

Model Al A2

O - Do Not Compute (Set Predicted = Observed) - -

1 - Second-Order, Available P [default] 0.17 Qs/(Qs + 13.3) 2
Qs = MAX(2Z/T,4)
inflow Available P = 0.33 Pi + 1.83 Pio
2 - Second-Order Decay Rate Function 0.056 Fot'Qs/(Qs + 13.3) 2
3 - Second-Order 0.10 2
4 - Canfield and Bachman (1981) 0.11 (Wp/V)o5® 1
S - Vollenweider (1976) TO8 1
6 - Simple First-Order 1 1
7 - First-Order Settling 1/Z 1
(Sheet 1 of 4)
Note: For purposes of computing effective rate coefficients (A1}, Qs, Wp, Fot, T, and V are
evaluated separately for each segment group hased upon external loadings and segment
|Lhydraulics.

Chapter 4 BATHTUB



Table 4.2 (Continued)

Ni Sedi .
Unit N Sedimentation Rate (mg/m®year) = CN B1 N®
Solutions for Mixed Segment:

Second-Order Models (B2 = 2)
N=1I[1+(1+4CNBINiTI°®I/(2CNB1T)
First-Order Models (B2 = 1)

N = Ni/(1 + CNB1T)

Model B1 B2

O - Do Not Compute -- -
(Set Predicted = Observed)

1 - Second-Order, Available N [default] 0.0045 Qs/(Qs + 7.2) 2
QS = Maximum (Z/T,4)
Inflow Available N=0.59 Ni + 0.79 Nin

2 - Second-Order Decay Rate Function 0.0035 Fin®*°Qs/(Qs +17.3) 2
Qs = Maximum (Z/T,4)
Fin = Tributary Inorganic N/Total N Load
3 - Second-Order 0.00315 2
4 - Bachman (1980)/Volumetric Load 0.0159 (Wn/V)°5® 1
5 - Bachman (1980)/Flushing Rate 0.693 TO% 1
6 - Simple First Order 1 1
7 - First-Order Settling 1/Z 1

(Sheet 2 of 4)

Note: For purposes of computing effective rate coefficients (B1), Qs, Wn, Fin, T, and V are
evaluated separately for each segment group based upon external loadings and segment
hydraulics.

Nitrogen Model 1 differs slightly from that developed in Walker (1985). The coefficients
have been adjusted so that predictions will be unbiased if inflow inorganic nitrogen data are
not available (inflow available N = inflow total N). These adjustments have negligible
influence on model error statistics.

Chapter 4 BATHTUB



B
-
o

Bx = Xpn'* /4.31
G = Zmix (0.14 + 0.0039 Fs)
B I

= ~rD DI L. N NANE
V.V

= LD BX/i\1 +

Model 2: P, Light, Flushing Rate [default]
Bp = p'’/4.88
G = Zmix (0.19 + 0.0042 Fs)
B = CBBp/[(1 + 0.025Bp G) (1 + Gal)l

adal 4. D}
WwIiOGoI . v, uinGar

CBO0.28 P

Model 5: Jones and Bachman (1976)
B=CBO0.081P

1 a8
1.48

Secchi Depth

PN T
wmvioget U; Uo

ot Compute

Model 1: Secchi vs. Chl a and Turbidity [default]
S = CS/(a + 0.025 B)

Model 2: Secchi vs. Composite Nutrient
S = CS 16.2 Xpn®”

Model 3: Secchi vs. Total P
S =CS 17.8 po7®

Width W = As/L

Model 2: Fixed Dispersion Rate

n — 1 AN NN
W = 1,VUVUV Wi

Tahla A 2 ICAntinaad)

1aVIG Y. & tUNIuIIuGcSuy

M Chi hyll Applicabili

Model 0: Do Not Compute

Model 1: N, P, Light, Flushing Rate General
Xpn = [P2? + ((N-150)/12)?°8

CD 100 W? Z%8 Maximum (U, 1)

Cross-Section Ac =WZ

Veiocity U = Q/Ac

Dispersion D=

Numeric Dispersion Dn = UL/2

Exchange E = MAX(D-Dn, 0) Ac/L

Same as Model 1, except with fixed dispersion rate of 1,000 km?/year

Ninorg/Portho > 7
{N-150}/P > 12

a<04m’

Fs < 25 1/year

< N QA 1/
N v.o g

Ninorg/Portho > 7
(N-150)/P > 12
Fs < 25 1/year
a<04m’
Ninorg/Portho > 7
(N-150)/P > 12

2}

Fs < 25 1/year

Applicability

General
General

Ninorg/Portho > 7

{Sheet 3 of 4)
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Table 4.2 (Concluded)

Di ion Models (Continued)

Model 3: Input Exchange Rates Directly
E = CD

Model 4: Fischer Equation, Not Adjusted for Numeric Dispersion
E = D Ac/L (D as defined in Model 1)

Model 5: Constant Dispersion Coefficient, Not Adjusted for Numeric Dispersion
E = 1,000 CD Ac/L

Note: For all options, E = 0. always for segments discharging out of network
(outflow segment number = 0).

Pl | Calibration Method

Option 0: Multiply Estimated Sedimentation Rates by Calibration Factors [default]

Option 1: Multiply Estimated Concentrations by Calibration Factors

Ni Calibration Method
Option O0: Multiply Estimated Sedimentation Rates by Calibration Factors [defauit]
Option 1: Multiply Estimated Concentrations by Segment Calibration Factors
Note: Segment calibration factors (defined via Case Edit Segment) are always

applied to sedimentation rates. The above options apply only to global
calibration factors (defined via Case Edit Mcoefs).

U £ Availability F
Option 0: Do Not Apply Availability Factors

Calculate nutrient balances based upon Total P and Total N only.
Option 1: Apply Availability Factors to P & N Model 1 Only [ default ]

When P Model 1 or N Model 1 is selected, calculate nutrient balances
based upon Available nutrient loads:

Inflow Available P = 0.22 Pi + 1.93 Pio

Inflow Available N = 0.59 Ni + 0.79 Nin
When other P or N models are selected, calculate nutrient balances based
upon Total P and Total N.

Option 3: Apply Availability Factors to all P & N models except Model 2.

Caloulation of Nutrient Mass-Bal Tabl

Option O0: Use Predicted Segment Concentrations to Calculate Outflow and Storage
Terms [default]

Option 1: Use Observed Segment Concentrations to Calculate Outflow and Storage
Terms

{Sheet 4 of 4)
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QSUPPICITICIIWI Yy NCSPUINISTC wiUUCIS

Total P. Ortha P

P - Portho = Maximum [ -4.1 + 1.78 B + 23.7a, 1]

Hypoli ic O Depletion Rate (Near-Dam)

HODv = 240 Bm*® / Zh (for Zh > 2 m)

Moatalimnatic Oxvaen Deanletion Rate (Naar-Dam)
AL AL Y A MY Il e e Tl SNy U el

MODv = 0.4 HODv Zh 0.38

Principal C
With Chi a, Secchi, Nutrient, & Organic Nitrogen Data:

PC-1 = 0.554 iog(B) + 0.359 iog(Norg) + 0.583 iog(Xpn) - 0.474 iog(S)

PC-2 = 0.689 log(B) + 0.162 log(Norg) - 0.205 log(Xpn) + 0.676 log (S)
With Ch! s and Sscchi Data Only

PC-1 = 1.47 + 0.949 log(B) - 0.932 log(S)

PC-2 = 0.13 + 0.673 log(B) + 0.779 log(S)

Trophic State Indices (Carlson 1977)

kakaka X2 AT

TSlp = 4.15 + 14.42 In(P)

TSle = 30.6 + 9.84 In(B)

o Y RV W LRI
QIS = OU.U - 14.41 In(d)

Percent of time during growing season that Chl a exceeds bloom criteria of 10,
20, 30, 40, or 50 ppb.

Calculated from Mean Chl a assuming log-normal frequency distribution with
temporal coefficient of variation = 0.62
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Table 4.4
Error Statistics for Model Network Applied to Spatially Averaged
CE Reservoir Data
Error CV
Vatiable Total* | Modsl**® R Comment
Total phosphorus 0.27 0.45tt 0.91 Models 1, 2
Total nitrogen 0.22 0.55t+t 0.88 | Models 1, 2
Chiorophvll a 0.358 0.26 0.79 | Models 1, 2
0.47 0.37 - Models 3-6
Secchi depth 0.28 0.10 0.89 | Model 1
0.29 0.19 - Model 2
Organic nitrogen 0.25 0.12 0.75
Total p - Ortho p 0.37 0.15 0.87
Hypolimnetic oxygen 0.20 0.15 0.90 |t
depletion
Metalimnetic oxygen 0.33 0.22 0.76 | t
danletion
depletion
Note: Error statistics for CE model development data set (n = 40).
*  Total = total error {model + data components)
**  Model = Estimated Model Error Component.
1 R? = percent of observed variance explained.
T Modei error CV applied to nutrient sedimentation rates
(versus concentrations).
1 Volumetric oxygen depletion (n = 16).

Segments can be modeled independently or linked in a network. Each segment
is defined in terms of its morphometry (area, mean depth, length, mixed layer
depth, hypolimnetic depth) and observed water quality (optional). Morpho-
metric features refer to average conditions during the period being simulated.
Segment linkage is defined by assigning each segment an ID number (from 1 to
39) and specifying the ID number of the segment that is immediately down-
stream of each segment. Multiple external sources and/or withdrawals can be
specified for each segment. With certain limitations, combinations of the above
schemes are also possible. Characteristics and applications of each segmenta-
tion scheme are discussed below.
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130I€E 4.9
Ninmeoctin Vaslnllas amd Thale lntavmontnsine
Liagnostuc varidoies anda 1 neir nierpretatioi
Variable Units Explanation
TOTALP mg/m® Total phosphorus concentration
CE distrib (MEAN = 48, CV = 0.90, MIN = 9.9, MAX = 274)
Measure of nutrient supply under P-limited conditions
TOTAL N mg/m® Total nitrogen concentration
CE distr (MEAN = 1002, CV = 0.64, MIN = 243, MAX = 4306)
Measure of nutrient supply under N-limited conditions
C. NUTRIENT mg/m® Composite nutrient concentration
PE diasa IRAC ARl _ 280 N\ _ N ON AAIN _ 20 ARAAY _ 1AM\
WE UIDU (WILAIN = 90, UV = V.0V, IVIHIN = V.U, IVIAN = 124
Measure of nutrient supply independent of N versus P limitation; equals total P at high
N/P ratios
CHL A mg/m® Mean chlorophyli a8 concentration
CE distrib (MEAN = 9.4, CV = 0.77, MIN = 2, MAX = 64)
Measure of aigai standing crop based upon photosynthetic pigment
SECCHI m Secchi depth
CE distrib (MEAN = 1.1, CV=0.76, MIN = 0.19, MAX = 4.6)
Measure of water transparency as influenced by algae and nonalgal turbidity
ORGANIC N mg/m® Organic nitrogen concentration
CE dist {(MEAN = 474, CV = 0.51, MIN = 185, MAX = 1510}
Portion of nitrogen pool in organic forms; generally correlated with chlorophyil a
concentration
P-ORTHOP mg/m® Total phosphorus - Ortho phosphorus
CE distrib (MEAN = 3
Phosphorus in organi
turbidity
HODv mg/m®-day Hypolimnetic oxygen depietion rate
CE distrib (MEAN = 77, CV = 0.75, MIN = 36, MAX = 443)
Rate of oxygen depletion below thermocline; related to organic supply from settling of
algae, external organic sediment loads, and hypolimnetic depth
For HOD-V > 100: hunglimnetic oxyaen sunnlv depleted within 120 days after ancat
For HOD-V 100; hypolimnetic oxygen supply depleted wit 120 days after onset
of stratification
MODv maim3.day Matalimnatio ayunan danlation rata
MODv mg/m>-da Metalimnstic oxygen deplstion rate
CE distrib (MEAN = 68, CV = 0.71, MIN = 25, MAX = 286)
Rate of oxygen depletion within thermocline; generally more important than HODv in
deeper reservoirs {mean hypoiimnetic depth >20 m)
ANTILOG - First principal component of reserv. response variables
PC-1 {Chiorophyii a, Secchi, Organic N, Composite Nutrient)
CE distrib (MEAN = 245, CV =1.3, MIN = 18, MAX = 2460)
Measure of nutrient supply:
Low: PC-1 < 50
low nutriant sunnly
low nutrient supply
low eutrophication potential
High PC-1 > 500
high nutrient supply
high eutrophication potential
{Sheet 7 of 3jj|
1}
Notes: CE distribution based upon 41 reservoirs used in development and testing of the model network (MEAN, CV = "
| geometric mean and coefficient of variation). Low and high values are typical benchmarks for interpretation. 1|

'S

Chapter 4 BATHTUB



Table 4.5 (Continued)

Variable Units Explanation
ANTILOG PC-2 - Second principal component of reserv. response variables
CE distrib (MEAN = 6.4, CV =0.53, MIN = 1.6, MAX = 13.4)
Nutrient association with organic vs. inorganic forms; related to light-limited areal
productivity
Low: PC-2 < 4
turbidity-dominated, light-limited, low nutrient response
High: PC-2 > 10
algae-dominated, light unimportant, high nutrient response
(N-150)/P - (Total N - 150)/Total P ratio
CE distrib. (MEAN = 17, CV = 0.68, MIN = 4.7, MAX = 73)
Indicator of limiting nutrient
Low: (N-150)/P < 10-12 nitrogen-limited
High: (N-150)/P > 12-15 phosphorus-limited
INORGANIC N/P | -- Inorganic nitrogen/ortho-phosphorus ratio
Ratio CE distrib. (MEAN = 30, CV = 0.99, MIN = 1.6, MAX = 127)
Indicator of limiting nutrient
Low: N/P < 7-10 nitrogen-limited
High: N/P > 7-10 phosphorus-limited
TURBIDITY m’ Nonalgal turbidity (1/SECCHI - 0.025 x CHL-A)
CE distrib. (MEAN = 0.61, CV=0.88, MIN = 0.13,MAX = 5.2}
Inverse Secchi corrected for light extinction by Chl a
Reflects color and/or inorganic suspended solids
Influences algal response to nutrients:
Low: Turbidity < 0.4
allochthonous particulates unimportant
high algal response to nutrients
High: Turbidity > 1
allochthonous particulates possibly important
low algal response to nutrients
ZMIX * - Mixed-layer depth x turbidity
TURBIDITY CE distrib. (MEAN = 3.2, CV = 0.78, MIN = 1.0, MAX = 17)
Effect of turbidity on light intensity in mixed layer
Low: < 3
light availability high; turbidity unimportant
high algal response to nutrients
High: > 6
light availability low; turbidity important
low algal response to nutrients
ZMIX/ SECCHI - Mixed-layer depth/Secchi depth (dimensionless)

CE distrib (MEAN = 4.8, CV = 0.58, MIN = 1.5, MAX = 19)
Inversely proportional to mean light intensity in mixed layer for a given surface light
intensity:
Low: < 3
light availability high
high algal response to nutrients expected
High: > 6
light availability low
low algal response to nutrients expected

(Sheet 2 of 3)||
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Table 4.5 (Concluded)

Variable

Units

Explanation

CHL A SECCHI

Chlorophyll a x transparency (mg/m?)
CE distrib (MEAN = 10, CV = 0.71, MIN = 1.8, MAX = 31)
Partitioning of light extinction between algae turbidity
Measure of light-limited productivity
Correlated with PC-2 (second principal component)
Low: < 6

turbidity-dominated, light-limited

low nutrient response expected
High: > 16

algae-dominated, nutrient-limited

high nutrient response expected

CHL A
TOTAL P

Mean Chlorophyll a / Mean Total P
CE distrib (MEAN = 0.20, CV =0.64, MIN=0.04, MAX = 0.60)
Measure of algal use of phosphorus supply
Related to nitrogen-limited and light-limitation factors
Low: < 0.13

low phosphorus response

algae limited by N, light, or flushing rate
High: > 0.40

high phosphorus response (northern lakes)

N, light, and flushing unimportant

P limited (typical of northern lakes)

TSI-P
TSI-B
TSI-S

Trophic State Indices (Carlson 1977)
Developed from Northern Lake Data Sets
Calculated from P, Chl a, and Secchi Depths

TSI < 40 “Oligotrophic”

41 < TSI < 50 “Mesotrophic”

51 < TSI < 70 “Eutrophic”

TSI > 70 “Hypereutrophic”

FREQ > 10%
FREQ > 20%
FREQ > 30%
FREQ > 40%
FREQ > 50%
FREQ > 60%

Algal Nuisance Frequencies or Bloom Frequencies

Estimated from Mean Chlorophyll a

Percent of Time During Growing Season that Chl a Exceeds
10, 20, 30, 40, 50, or 60 ppb

Related to Risk or Frequency of Use Impairment

“Blooms” generally defined at Chl a > 30-40 ppb

(Sheet 3 of 3)||

Scheme 1 (Figure 4.3) is the simplest configuration. It is applicable to

reservoirs in which spatial variations in nutrient concentrations and related
trophic state indicators are relatively unimportant. It can also be applied to
predict area-weighted mean conditions in reservoirs with significant spatial
variations. This is the simplest type of application, primarily because transport
characteristics within the reservoir (particularly, longitudinal dispersion) are not
considered. The development of submodels for nutrient sedimentation and

eutrophication response has been based primarily upon application of this

segmentation scheme to spatially averaged data from 41 CE reservoirs (Walker
1985).
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SINGLE RESERVOIR, SPATIALLY AVERAGED,

NETWORK OF RESERVOIRS, SPATIALLY AVERAGED

Figure 4.3. BATHTUB segmentation schemes

Scheme 2 involves dividing the reservoir into a network of segments for
predicting spatial variations in water quality. Segments represent different
areas of the reservoir (e.g., upper pool, midpool, near dam). Longitudinal
nutrient profiles are predicted based upon simulations of advective transport,
diffusive transport, and nutrient sedimentation. Reversed arrows in Figure 4.3
reflect simulation of longitudinal dispersion. Branches in the segmentation
scheme reflect major tributary arms or embayments. Multiple and higher order
branches are also permitted. Segment boundaries can be defined based upon
consideration of the following:

a.

o~

o

)
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If pool monitoring data are available, spatial displays generated by
PROFILE can be useful for identifying appropriate model segmentation. A
degree of subjective judgment is normally involved in specifying segment
boundaries, and sensitivity to alternative segmentation schemes should be
investigated. Sensitivity to assumed segmentation should be low if longitudinal
transport characteristics are adequately represented. Experience with the pro-
gram indicates that segment lengths on the order of 5 to 20 km are generally
appropriate. Segmentation shouid be done conservatively (i.e., use the mini-
mum number required for each application).

o
>
T
V3]
=4
3
o]
Q.

i O
5

o

=}
g
=)

reservoirs or

3
[¢]
:V
=2
[¢']

=]
(4]
172
a
2
C
—
-
7

T OO ae
Z]
8 ez
= oo
“< =

o
o
W
3
Tl
2
5
==
[¢]
]
o
[+
]
in

]
D

ves modeling multiple loading scenario
I

S
aged mode. Each “segment” represe
reservoir morphometry, or other input variables. This scheme is useful pri-
marily in a predictive mode for evaluation and rapid comparison of alternative
management plans or loading scenarios. For example, Segment 1 might reflect
existing conditions; Segment 2 might reflect projected future loadings as a
result of land development; and Segment 3 might reflect projected future load-
ings with specific control options. By defining segments to reflect a wide range
of loading conditions, loadings consistent with specific water quality objectives
(expressed in terms of mean phosphorus concentration, chlorophyll a, and/or
transparency) can be identified. One limitation of Scheme 4 is that certain
input variables, namely precipitation, evaporation, and change in storage, are
assumed to be constant for each segment. If year-to-year variations in these
factors are significant, a separate input file should be constructed for each year.

Scheme 5 invoives modeling a collection of reservoirs in a spatially aver-
aged mode. Each segment represents a different reservoir. This is usefui for

regional assessments of reservoir conditions (i.e., rankings) and evaluations of
PR - s ho t . M

1 __C e~ ~ 21 ~ ~aL - - ) D, - PO N
modael periormance. using uis scneme, a singie 1ie can bve set up 1o mciuue
_____ VISR |5 I RSN SPTS IR LIPS ISP I SN SRR U
mput conuiuons (watcl alld nulicil ioauings, morpnomeuy, e, ) aia oovsciveu
ssrntan mrinlidr anmdidlacan Fae ann L cacassinite 162 & ivinid racine fa o ctata ann
water quality conditions for eacn reservoir in a given region (e.g., state, eco-
raninn) Aa Far Qahamina A o annarata tnmid Hla mnrat ha ~annctenintad fAr annh
ICEIVIL). AD 1ULI OVIICLIIC 4, a DUP {1y } lput LUC HIWL DT LLUIDLLULLICU 1Vl Taull
racarvnir if thara ara cignifirant diffarancac 1n nracinitatinn avanaratinn Ar
10OV VUL 11 UiICIC al© Sighiliilalit UHICITNTCS i pictipiauiil, OvVapliraulii, Ul
change in storage across reservoirs

Scheme 6 represents a networ irs in which flow and nutrients can
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application is feasible in theory but has been less extensively tested than those
described above. One limitation is that nutrient losses in streams linking the
reservoirs are not directly represented. Such losses may be important in some
systems, depending upon such factors as stream segment length and time of
travel. In practice, losses in transport could be approximately handled by
defining “stream segments,” provided that field data are available for calibra-
tion of sedimentation coeflicients (particularly in the case of nitrogen). Net-
working of reservoirs is most reliable for mass balances formulated on a
seasonal basis and for reservoirs that are unstratified or have surface outiets.

_____ PR o4 A § ¥4 751 PR PR PR SURSTUR [ U RIS | BT B o 3. 1 YD -~
miput 1IC. WILIC €4CI1 SCEITCI 1S MOUcCICd as verucaily Imixed, pA1rniub Id
ammlinakla 4 cbeatifiad ccrabamac hanaisan s Crvinnsilaodinme hasia hasm amamiensllcr
AppLCavIC U SUAULICU SYSICIID UCLAUSC UIC 10HTTIUWAUUI [1aVe UCCL Clpiiivally
Anlilhentad ¢ dntn Frnms o wnda vnsiatr Af racarrnie kmaa tnaliiding wall_smivad
Lallviattu v udida 110Ull1 a WIUC valicly UL 1CCIVUL 1YpPO, LHILIUUlLly WOLITIHLATU
and varticrally ctratifiad cuctarme FEffacte af vartinal variatinng ara incarnaratad
AlIU vyeitivdadlly sl dllivu Syosiviin. Llicy Ul L~7 9 8 L V7 vailailuviin aiv Hivvi puiatvu
in the model parameter estimates and error terms

As indicated in Table 4.2, nutrient sedimentation coefficients may depend

upon morphometric and hydrologic characteristics. To provide consistency
with the data sets used in model calibration, segments must be aggregated for
the purpose of computing effective sedimentation rate coefficients (Al and Bl
in Table 4.2). A “Segment Group Number” is defined for this purpose. Rate-
coefficient computations are based upon the following variables summarized

by segment group:
a. Surface overflow rate.
b. Flushing rate (or residence time).

¢. Total external nutrient load.

&

Tributary total nutrient load.

e. Tributary ortho or inorganic nutrient load.

m1___ 1 °_ ~c ol 1
riusmnn ~weligniea
mean chlorophy d used in
i Amaee -

ine co le 4.3)

Grou of seg-
ments d lation of a
single re ed the
same group num tributary
arms) wi uality
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characteristics, different group numbers can be assigned to each region. If the
case involves simulation of multiple reservoirs (Schemes 5 or 6 in Figure 4.3),
different group numbers are assigned to each reservoir.

Tributaries

Multiple of external inflows (‘Tributaries’) can be specified for any model
segment. Tributaries are identified by name and a sequence number between
1 and 99. Each tributary is assigned to a specific segment number and classi-
fied using the foliowing ‘Type Codes’:

1 Moniiored inflow

~ h G PRI S |

Z Nonpoint iniiow

-~ Tmland Qi e TV

J roum-o0uIcCe tUiliow

A M4l e A W itla denesranl

“+ VULLIUW VI vwilulldlaw

[~ Tntarmnal T Anad

o) aiwllidad L.vau

K n; II(‘;‘IQ anr:‘n

v AZ1ILINVDIY W JUVUMI VW
Type 1 describes tributaries with monitored inflows and concentrations
Type 2 describes tributaries or watershed areas that are not monitored; inflow
volumes and concentrations are estimated from user-defined land-use catego-
ries and export coefficients. In order to invoke this tributary type, the user must

supply independent estimates of export coefficients (runoff (m/year) and typical
runoff concentrations for each land use) developed from regional data. Type 3
describes point sources (e.g., wastewater treatment plant effluents) that dis-
charge directly to the reservoir. Type 4 describes measured outflows or with-
drawals; these are optional, since the model predicts outflow from the last
segment based upon water-balance calculations. Specification of outflow
streams is useful for checking water-balance calculations (by comparing
observed and predicted outflow volumes). Type 5 can be used to define inter-
nal nutrient loading rates (recycling from bottom sediments); this option would
be invoked in rare circumstances where independent estimates of sediment
nutrient fluxes are available. Type 6 defines diffusive exchange with down-
stream water bodies in simulating embayments (e.g., Scheme 3 in Figure 4.3).

Transport channels

In normal segmentation schemes, outfiow from each segment discharges to
the next downstream segment or out of the system. An option for specifying

I LS R TP [ SRS LY » S S SN et Lo T S . R U S
aadaiuonal aavecuve ana/or aiiusive uansport oeiween y pair OI segme its is
alam smenc i Ao d A i AL T T nncin ik VL nnn o lo? anie b A d £an tlaio
aldO proviucu. A HIdXUTIUII U1 1V 1TAIPOIL LIAIIICE  Cdll UC UCLHICU 101 UulD
mrrremnas Tmdamandamt meoncriiranianta Ar actitmntnac Af aduantive and/Ar AifHiciva
PUipuse. HUCpohucin HiCa>ulCIICIL UL OUINAICS U1 auvelUuve diW/ Ul Uliiudive
flaws ara rammnirad ta invnlka thic antinan  Nafinitinn af trangennrt channalg 1¢ nat
119 AT IVHULICU WV BIVUAD UL UPUVLL LJCHITITUULL V1 HdldpPUL L Vil divio 15 1TUL
I'QIIII;I’QA nr u;mnlof;nn h’hll\'.\l nno=l~|;manc;r\nn| “\"Qh{‘ CII“ nnfurnr‘zc m ‘llhll‘
IV{UIICU 1UL DLITIUIAUIIEE LY pPIbal UHICTULICHDIULIA ULAdIVIICU HITILWULRD Ul ywilvil
aarh caomant diccharoac anlv ta ona daoumctraam ceomant
TG SUEITIVIIL UISUIIGE 500 Villy W ULV WU WIS U VALl SUgiiiviin
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Mass balances

The mass-balance concept is fundamental to reservoir eutrophication mod-
eling. BATHTUB formulates water and nutrient balances by establishing a
control volume around each segment and evaluating the following terms:

Inflows =
(External)
(Advective)
(Diffusive)
(Atmospheric)

Outflows + Increase-in-storage + Net Loss
(Discharge)

(Advective)

(Diffusive)

(Evaporation)

pairs. Chanra and Reckhow (1983) Dfesentce ambl
models that consider diffusive transport.

As outlined in Table 4.2, five methods are available for estimating diffusive
transport rates. Each leads to the calculation of bulk exchange flows which
occur in both directions at each segment interface. Dispersion coefficients,
calculated from the Fischer et al. (1979) equation (Model 1) or from a fixed
longitudinal dispersion coefficient (Model 2), are adjusted to account for
effects of numeric dispersion (“artificial” dispersion or mixing that is a conse-
quence of model segmentation). Model 3 can be used for direct input of bulk
exchange flows.

Despite its original development based upon data from river systems, the
applicability of the Fischer et al. equation for estimating fongitudinal dispersion
rates in reservoirs has been demonstrated previously (Walker 1985). For a
glven segment width, mean depth, and outflow, numeric dispersion is propor-

tional to segment length. By selecting segmem lengths to keep numeric disper-
sion r‘t‘s less than the estimated values, the effecis of numeric dispersion on
tlan ~alacidatimmae nam ha amme~cimaatalks rmnmte~llad Dacad simme Nianlhar’a Aicmar
UIC CalCuldlloIns Cdll DO pplUXll ldlcly COIIOLICU. DA>NCU UPUII LISCICT > UIpel-
oinn aniiatian tha nirmmramia dicgnarcinn rata uanll ha laco than tha Anlanilatad dic
21011 cqu HUIL, UiC NnuliclLIv UIBPCIDIU 1 1al Will UT 10D Ul 1 UIT vaivuliailcu uid~
persion rate if the following condition holds:
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W = mean top width = surface area/length, km
Z = mean depth, m

The above equation can be applied to reservoir-average conditions in order to
estimate an upper bound for the appropriate segment length. In most cases,
simulated nutrient profiles are relatively insensitive to longitudinal dispersion
rates. Fine-tuning of exchange flows can be achieved via the use of segment-
specific calibration factors.

A § 94 754 BN al 1 . PRSP R, S I Y o SIS L R, I,
niie, 1 neory, ine increase-1n-storage 1erm snouid rernect ootn cnanges in
JUR, RS IR (R SR LI RV L T R RS- USRS (SRR [P
pool volume and concentration, only theé voiume cnange 1S COnsidered in mass-
Lalamans anlacilatinas nemd aneane nbinma nen acciimiad d4a lha at cdands; ctndéas Tl
vaiaince caicuiations, anda concentrations are assumea to oe at steaay state. 1ne
fmamanca in ctaraca famms fo paad melmasilo e vasifiins tha cvarall watar halanaa
HIVI G C=UI1=d>LUI < 1111 1> UdDCTU p 1 98 la.luy i cllAyUIg uIC vvclail walcli v VG,
Dfnf‘;t“;’\ﬂﬂ Ara rMAaAra fﬂllnklﬂ Ilﬂflnf l‘"ﬂﬂl“l "\I\f\l Ia‘rnlz‘ mr IITl\ﬂﬂ I‘I\O“ngﬂ ;“ “\f\[\l
L IVVUIVUVILY Al ¥ 11IVIV 1viiQuiv wiiuvl cha\.l] pUUl IVYLI1D UL wiivil vuculsea j¥9 ) }JUUI
vahima ara ecmall in relatinn ta tatal inflaw and antflaw
VUIWILIW Gl W D111 111 1 WVIAMVLE (U UKL LTIV YY Wi VUV YY,

For a water balance or conservative substance balance, the net sedimenta-
tion term is zero. Nutrient retention submodels are used to estimate net sedi-
mentation of phosphorus or nitrogen in each segment according to the
equations specified in Table 4.2. Based upon research results, a second-order
decay model is the most generally applicable formulation for representing
phosphorus and nitrogen sedimentation in reservoirs:

W, =K,C?
where,
W, = nutrient sedimentation rate, mg/m>-year

K, = effective second-order decay rate, m*>/mg-year

C = pool nutrient concentration, mg/m’

efficients supplied with the pro-
S

0.1 m*/mg-year for total phosphorus and 0.0032 m*/mg-year for total nitrogen,
as specified under “Model 3” in Table 4.2. With these coefficients, nutrient
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sedimentation models explain 83 and 84 percent of the between-reservoir
variance in average phosphorus and nitrogen concentrations, respectively.
Residuals from these models are systematically related to inflow nutrient par-
titioning (dissolved versus particulate or inorganic versus organic) and to sur-
face overflow rate over the data set range of 4 to 1,000 m/year. Effective rate
coefficients tend to be lower in systems with high ortho-P/total P (and high
inorganic N/total N) loading ratios or with low overflow rates (4 to 10 m/year).
Refinements to the second-order formuiations (Modeis 1 and 2) are designed to

sy 11

account for these dependencies (Walker 1985).
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loadings. The nitrogen models are structured similarly, although nitrogen
balances are much less sensitive to inflow nutrient partitioning than are phos-
phorus balances, probably because inflow nitrogen tends to be less strongly
associated with suspended sediments.

partic
dings and lower in systems dominated by ortho-P or dissolved P

=
le]
Y

Model 1 accounts for inflow nutrient partitioning by adjusting the inflow
concentrations, and Model 2 accounts for inflow nutrient partitioning by
adjusting the effective sedimentation rate coefficient. While Model 2 seems
physically reasonable, Model 1 has advantages in reservoirs with complex
loading patterns because a fixed sedimentation coefficient can be used and
effects of inflow partitioning are incorporated prior to the mass balance calcu-
lations. Because existing data sets do not permit general discrimination between
these two approaches, each method should be tested for applicability to a par-
ticular case. In most situations, predictions wiil be relatively insensitive to the
particuiar sedimentation modei empioyed, especially if the ortho-P/totai P
loading ratio is in a moderate range (roughiy 0.25 to 0.60). Additional modeli
application experiences suggest that Method 2 may have an edge over Modei 1

in systems with relatively long hydraulic residence
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this level of accuracy is adequate because the nutrient balances are dominated

o

by other terms (especially, inflow and outflow). In applications to existing
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reservoirs, sedimentation coefficients estimated from the above models can be
adjusted within certain ranges (roughly a factor of 2 for P, factor of 3 for N) to
improve agreement between observed and predicted nutrient concentrations.
Such “tuning” of sedimentation coefficients should be approached cautiously
because differences between observed and predicted nutrient levels may be
attributed to factors other than errors in the estimated sedimentation rates, par-
ticularly if external loadings and pool concentrations are not at steady state.

Figure 4.4 shows the relationship between hydraulic residence time and
mean depth in the reservoirs used in model development. Predictions of nutri-

ent sedimentation rates are less reliabie in reservoirs lying outside the data set
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term nerally an i ant portion of the total nutrient budget in such
systems (i.e., predicted pool concentrations are highly insensitive to estimated
sedimentation rate).

ar
an

{

Because the sedimentation models have been empirically calibrated, effects
of “internal loading” or phosphorus recycling from bottom sediments are
inherently reflected in the model parameter values and error statistics. Gener-
ally, internal recycling potential is enhanced in reservoirs with the following
characteristics:

a. High concentrations of ortho-phosphorus (or high ortho-P/totalP ratios)
in nonpoint-source tributary drainage (indicative of natural sediments
that are phosphorus-rich and have high equilibrium phosphorus

- a at Y
concentrations).
5k T Asxr crisvasane onerfanas avarflase: esontac tminall, <10 mmhraar f1ndicativa AF
u. L/AUW DUIIULITL DULLALT UVUILIUW 1AlGD, I.y lbally ~1iv lu_ycal lHnIvauyve vl
laws diliitinn natantial far intarnal laadinog osnaratad an a mace nar 11nit
IV YY JUliuMiviL putuuum AV Ml TVAMLLIEIED svu\n Alvu Vil Q 111400 }J\.«l CAL AL
area basis and low external sediment loadings).

c. Intermittent periods of stratification and anoxic conditions at the
sediment/water interface (contribute to periodic releases of soluble
phosphorus from bottom sediments and transport into the mixed layer).

d. Low iron/phosphorus ratios (typically <3 on a mass basis) in sediment
interstitial waters or anaerobic bottom waters (permits migration of
phosphorus into aerobic zones without iron phosphate precipitation).

(o o FUREING NN |0 5. Y o SRR o U (SO DU RN M SUpi | I SIS
1NnC aOVE CONnaiuoIlS are OIiCn 10una i relauvely snallow prairie rescrvolrs,
T olba Achiolk: 1o (TTCQ Avc Pcimane Nicdrint Ot Dol ic an avaminla
LaKe ASsntaouia {uU.>. Army cngineer visiricCt, St. raui) is an exaimnpie
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development data set LOG,, scales

included in the CE reservoir data set. In such situations, empirical sedimenta-
tion models will underpredict reservoir phosphorus concentrations. Depending
upon the efficiency of the internal recycling process, steady-state phosphorus
responses can be approximately simulated by reducing the effective sedimenta-
tion coefficient (e.g., roughly to 0. in the case of Ashtabula). An option for
direct specification of internal loading rates is also provided for use in situations
where independent measurements or estimates are available.

Nutrient residence time and turnover ratio

The “averaging period” is defined as the period of time over which water
and mass baiance caicuiations are performed. The selection of an appropriate
averaging period is an important step in applying this type of model to reser-
voirs. Two variables must be considered in this process:

Nutrient mass in reservoir, kg
External nutrient loading, kg/year

_ Length of averaging period, year
Mass residence time, year
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The estimates of reservoir nutrient mass and external loading correspond to the
averaging period. The turover ratio approximates the number of times that
the nutrient mass in the reservoir is displaced during the averaging period.
Ideally, the tumover ratio should exceed 2.0. If the ratio is too low, then pool
and outflow water quality measurements would increasingly reflect loading
conditions experienced prior to the start of the averaging period, which would
be especially problematical if there were substantial year-to-year variations in
loadings.

At extremeiy high turnover ratios and iow nutrient residence times
(<2 weeks), the vanability of loaamg conditions within the averaging period

d (
atiributed to storm events, eic.) would be mcreasmgly reflected in the pool and

v
—
E‘l
('D
(D
[¢]
=}
<
&
(e}

(w]
®
7]
=
=2
o
:
('D
.h
lA
w2
el .
le)
z
=
8
5—
[¢]
w2
hei
=
[¢]
a (
(o]
-ty
fon
&
(¢}
e

i wab (=2 e

tlmes increases w1th hvdrauhc resxdence tlme thns reflects the increasing
importance of sedimentation as a component of the overall nutrient balance. At
low hydraulic residence times, there is relatively little opportunity for nutrient
sedimentation, and pool nutrient concentrations and residence times can be
predicted relatively easily from inflow concentrations. At high hydraulic resi-
dence times, predicted pool nutrient concentrations and residence times
become increasingly dependent upon the empirical formulations used to repre-
sent nutrient sedimentation. This behavior is reflected in the sensitivity curves
discussed in Chapter 1.

Normally, the appropriate averaging period for water and mass balance
calculations would be 1 year for reservoirs with relatively long nutrient resi-
dence times or seasonal (May-September) for reservoirs with relatively short
nutrient residence times. As shown in Figure 4.5, most of the reservoirs in the
modei deveiopment data set had p'hosp'norus residence times iess than 0.2 year,
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Solution algorithms

The water balances are expressed as a system of simultaneous linear equa-
tions that are solved via matrix inversion to estimate the advective out-flow
from each model segment. The mass balances are expressed as a system of
simultaneous nonlinear equations which are solved iteratively via Newton’s
Method (Burden, Faires, and Reynolds 1981). Mass-balance solutions can be
obtained for up to three constituents (total phosphorus, total nitrogen, and a
user-defined conservative substance). Total phosphorus and total nitrogen
concentrations are subsequently input to the model network (Figure 4.2) to
estimate eutrophication responses in each segment. Conservative substances
(e.g., chioride, conductivity) can be modeled to verify water budgets and cali-

PR Py i PR AR

brate longitudinal dispersion rates.

Euntronnhinatinm racnanea madale
cutropnication response moae:s
Futranhicatinn raennnca mnadale ralata nhearvaed ar nradictad nanl nutrient
UUL!VPIIIU“LIVII lvoyvllov 11IVMVID 1 ViAW VUUOoWI YVva Ul lll Wwlliwviww yuul A30AVI BAWEAL
levels to measures of aleal density and related water auality conditions
1 1 gal gensity and related water quality conqrions,
Table 4.5 lists diagnostic variables included in BATHTUB output and guide-
lines for their interpretation. They may be categorized as follows

a. Basic network variables.
(1) Total P, Total N.
(2) Chlorophyll a, Secchi depth.
(3) Organic Nitrogen, Total P - Ortho-P.
) Hypolimnetic and Metalimnetic Oxygen Depietion Rates.

PR R PRI BSPR U ovarmiahlac: Srct and cannn I |
micip COHIPLNICINS OI NCIWOIR vdildDICS. 15U

Qi
=

¢. Indicators of nitrogen versus nhosohonis limitation (Total N-150)/Total
ingicators of nitrogen versus pnospnorus iimitation (1otal N-100) 1otal
P, and Inorganic N/P ratios

d. Indicators of light limitation.
(1) Nonalgal turbidity, mixed depth x turbidity.
(2) Mixed depth/Secchi depth, and chlorophyll a x Secchi Depth.

e. Chlorophyll a response to phosphorus: chlorophyll a/total P.

fAlgal Nuisance Frequencies.
- Novlonn Teanhin Qtata Tndisrac
& vailypull 1 lUlJlll\/ DLAlC LIIUIVOCD
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Statistical summaries derived from the CE model development data set provide
one frame of reference. Low and high ranges given for specific variables pro-
vide approximate bases for assessing controlling processes and factors, includ-
ing growth limitation by light, nitrogen, and phosphorus.

The ranges of conditions under which the empirical models have been
developed should be considered in each application. Figure 4.6 depicts rela-
tionships among three key variabies determining eutrophication responses (total
phosphorus, total nitrogen, and nonalgal turbidity) in the CE model develop-
ment data set. Figure 4.7 depicts relationships among phosphorus, chiorophyii
these

uations

5 B
4 =
2
<
El
c

be described according to limiting factors:

Model Limiting Factors

1 P, N, light, flushing
2 P, light, flushing

3 P,N

4 P (linear)

5 P (exponential)

Approximate applicability constraints are given in Table 4.2. “Northern lake”
eutrophication models are based upon phosphorus/chlorophyll regressions

define the approximate ranges of conditions under which simpie phosphorus/
chiorophyii reiationships are appropriate and to deveiop more elaborate modeis

(Models 1-3) which explicitly account for additional controlling factors (nitro-
M Y

gen, light, flushing rate).
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(nonalgal turbidity calculated as 1/Secchi (m) - 0.025 Chl a (mg/m~))

Figure 4.6. Phosphorus, nitrogen, turbidity relationships for CE reservoirs
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depth are summarized in Table 4.6. These should be used only in the absence
of site-specific measurements.

Since mechanistic models for predicting nonalgal turbidity levels as a func-
tion of deterministic factors (e.g., suspended-solids loadings and the sedimenta-
tion process) have not been developed, it is possible to predict chlorophyll a
responses to changes in nutrient loading in light-limited reservoirs only under
stable turbidity conditions. Projections of chlorophyll a concentrations should
include a sensitivity analysis over a reasonable range of turbidity ievels.

Estimates of nonaigal turbidity in each segment (minimum = 0.08 m™) are
required for chiorophyll a Models 1 and 2, Secchi Model 1 (Table 4.2 '
(R R 1 | M
a
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b. Observed Chlorophyll a or Secchi missing or zero.
¢. Chlorophyll a Models 1, 2 or Secchi Model 1 used.

In the absence of direct turbidity measurements, the multivariate regression
equation specified in Table 4.6 can be used (outside of the program) to esti-
mate a reservoir-average value. Such estimates can be modified to based upon
regional databases.

Is (1.e., Models 1 an that requ timates of turbidity and
mixed-layer depth in each segment. The relationships depicted in Figure 4.8
may be used to obtain approximate estimates of reservoir-average calibration
coefficients for use in Model 4 based upon observed monitoring data or inde-
pendent estimates of turbidity and mixed-layer depth (Table 4.6).
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Models 1 and 3 attempt to account for the effects of nitrogen limitation on
chlorophyll a levels. Nitrogen concentrations are predicted from the external
nitrogen budget and do not account for potential fixation of atmospheric
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Based upon measured chiorophyll & and Secchi depth:

a = 1/5 - 0.025 B (minimum vaiue = 0.08 1/m)

where
S = Sagchi denth m
S = Secchi depth, m
B = chlorophyll a, mg/m?®

Multivariate turbidity model:

0.36 iog (P} - 0.027

jog{a) = 0.23-0.28lo0g (Z) + 0.20 iog (FS) +
LA = 0.037)

\T + 0.35 du (R? = 0.75, SE?
where

LAT = dam latitude, deg N
au = regional dummy variable, {1 f
North Pacific, South Pacific, Missouri River, and Southwest (except USAE
District, Little Rock) and USAE District, Vicksburg, and O for other

Ar 11 € Asevvis Ennvinnans HICALDY Niviiaian
Of V.o, AIMY I.llylllvvl \VUOoAL) Divisions

iocationsj
F, = summer flushing rate (year’) or 0.2, whichever is greater
Z = mean total depth, m

v
1

total phosphorus concentration, mg/m?®

Mean depth of mixed laver (enti ir. for Z < 40 m)
log (Zmix) = -0.06 + 1.36 log (2) - 0.47 llog (2))°

(R? = 0.93, SE? = 0.0026)

Mean depth of hypolimnion (enti ;

log (Zh) = -0.58 + 0.57 log (Zx) + 0.50 log (2)

o B
™9

impoundments, as indica .’Led by the presence of algal types kn own to ﬁx mtrogen-
low N/P ratios, and/or negative retentlon coefficients for total nitrogen (Out-
flow N > Inflow N). In such situations, nitrogen could be viewed more as a
trophic response variable (controlled by biologic response) than as a causal
factor related directly to external nitrogen loads. Use of Models 1 and 3 may
be inappropriate in these cases; modeling of nitrogen budgets would be usetul
for descriptive purposes, but not useful (or necessary) for predicting chloro-
phyll a levels.
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LOG (ZMIX « TURBIDITY)

0.0

0.3
light limitation factors

Figure 4.8. Calibration factor for linear phosphorus/chlorophyil model versus



If the reservoir is stratified and oxygen depletion calculations are desired,
temperature profile data taken from the period of depletion measurements
(typically late spring to early summer) are used to estimate the mean depth of
the hypolimnion. If mean hypolimnetic depth is not specified (=0.0), the res-
ervoir is assumed to be unstratified and oxygen depletion calculations are
bypassed. The oxygen depletion models are based upon data from near-dam
stations. Accordingly, mean hypolimnetic depths should be specified only for
near-dam segments, based upon the morphometry of the entire reservoir (not
the individual segment) In modeiing collections or networks of reservoirs

(Schemes 5 and 6 in Figure 4.3), a mean nypoumneuc aepm can be specmea
1_

camaratial; £ne an A Lo g N AN LN A £ et o it
Sep' alcl l()r €acl SCEIMCI (1.€., €acnl reserV()lr) l dDIC ‘f 0 glVCb dan CHlpl[lbd.l
PO PRSI S-SR RPN IR I S SR mean hvpolimnetic P s Iy
ICl lUllblup Uldl Cdll UC USNCU 10 CSUITIALC ITICAI] [lypul"lulsub acpul lll ult:
nhanman ~Af dioant v anarseamannts
UDCIIVE Ul UlICUL LTIC ulCiiicll

Calibration factors

The emninnn| modelc imnlamented in RATHTIIR are ogeneralizationg about

1S SMPpIncal meQeois impiemenied in CA 111 UD are geneorailzations apout

reservoir behavior. When applied to data from a part' r reservoir, observa-

reﬂect data hmltatlons ( measurement or estlmatlon errors in 1 the average inflow
and outflow concentrations), as well as unique features of the particular reser-
voir. A facility to calibrate the model to match observed reservoir conditions is
provided in BATHTUB. This is accomplished by application of ‘Calibration
Factors’, which modify reservoir responses predicted by the empirical models,
nutrient sedimentation rates, chlorophyll a concentrations, Secchi depths, oxy-
gen depletion rates, and dispersion coefficients. The calibrated model can be
applied subsequently to predict changes in reservoir conditions likely to result
from specific management scenarios under the assumption that the calibration
factors remain constant.

For convenience, calibration factors can be applied on two spatial scales:
global (applying to all segments) and individual (applying to each segment).
The product of the global and individual calibration factors is mulitiplied by the
reservoir response predicted by the empirical model to produce the “calibrated”
prediction. All calibration factors have a default value of 1.0. Separate sets of
calibration factors can be applied to any or ali the following response

I LI

predictions:
NT. Ant Cadican cendnds e ntac Fae A anmdends s
Nutrient Seaimentation Rates (or Concentrations)
Chlorophyll a Concentrations
Secchi Depths
Longitudinal Dispersion Rates

the user

—

very conservatively. Program output includes statist lcaj tests assis
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in assessing whether calibration is appropriate. General guidance is presented
in a subsequent section (see Application Steps).

Error analysis
The first-order error analysis procedure implemented by BATHTUB can be
used to estimate the uncertainty in model predictions derived from uncertainty
in model inputs and uncertainty inherent in the empirical models. To express
uncertainty in inputs, key input variabies are specified using two quantities:
Mean = Best Estimate

a OV enflan n tha szt 2rales Aavnracand ao a frantinn Aftha
11C LUV ICLICU 1IC WILCI L 1Y H1 UIC HIPpUL vAIUuC, CAPITOOCU ad a Liaviluil Ul uic
mann Ar hact agtimata VY valitac ran ha ananifiad far mact innnt ~atagnriag
imean Oor oest esumaie. Lv vaiues Can o€ SpeCiiiea 101 most iiput Caegories,
inclhiiding atmacnharis fliivac (rainfall avanaratinn nntriant lnade) trihitary
MCUGINE aumoSpneriC nuxes (rainiau, evaporausn, nuuitnn 10aGs), wisuiarl
flowe and inflow concentrations dignercion ratee and ohserved reservoir
LIOWS ang Iniiow concenirations, gispersion raies, anG ¢oserved reservolr
aualitvy. FLUX and PROFILE can be used to estimate Mean and CV values for
qualtly, rLUAX ang YROFILE ¢an pe used 10 estimalte Viean ang LV values Ior
inflow and reservoir concentrations, respectively. Model uncertainty is con-

C

ion factor; default CV

B o
[e]

E.
[« 2=}
=

B~

7seé: 7Tab1e 4.4). Error-

A\

utput uncertainty. Four

o

values derived from CE reservoir data sets are supplie

analysis calculations provide only rough indications of
error analysis options are provided:

]

None

Inputs (Consider input uncertainty only)
Model (Consider model uncertainty only)
All (Consider input and model uncertainty)

Specified CV values are not used in the calculations if error analyses are not
requested.

Program Operation

Intendiintinn
NI VUUwLIVIS
Thic cectinn ciimmarizec nracednrec far rminninog the RATHTI IR nrooram
A IO OWWILIVIL OULILICU L4.vO yl VwwuiIWI WO 1V lwullllE Vil AJL A A AL L \JAS 'Jl U&lmll
When the nroeram is run (from the DOS nrompt). a series of help screens
hen the program is run (from the DOS prompt), a series of help screens
summarizing model features is first encountered. These are followed by a
menu that provides interactive access to seven types of procedures with the
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BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Case Define Case - Read, Enter, Edit, or List Input vValues
List List Model Output
Run Check lnput Values & Run Model
Help View Supplementary Help Screens
Quit End Current Session

A procedure category is selected by moving the cursor (using arrow keys) or by
pressing the first letter of the procedure name. Assistance in navigating around
the menu can be obtained by pressing the <F7> function key. Generally, Case,
Run, List, and Plot procedures would be implemented sequentially in a given
session. Program control returns to the top of the menu after executing a pro-
cedure. A Help screen describing the selected procedure can be viewed by
pressing <F1>.

Case procedures
Case procedures are invoked to define, edit, save, retrieve, or list input

vaiues. Once Case is seiected, the menu expands by one iine to show further
choices. The foliowing procedure categories are availabie:

BATHTUR - VERSIQM 5.4
Case Run List Plot ilitie Help Quit
Edit Models Read Save Neu Change List Morpho
Edit Edit Case Data
Models Set Model Options
Read Read Case Data File
Save Save Case Input Data File
New Reset Input Values & Start New Case
Change Delete, Insert or Copy Segments or Tributaries
List List Current Case Input Values
_M_grwg List Segment Morphometry

Entry and editing of data is accomplished by selecting Edit, which provides
access to data-entry screens in the following categories:

BATHTUB - VERSION 5.4
Case Run List Plot ttilities Help quit
Edit - Models Read Save New List  Morpho

Dimensions Globals Segments Tribs Nonpoint Mcoefs Channels ALl

Dimensions Edit Case Dimensions, File Name, Title, User Notes
Globals Edit Global Parameters, Precip., Evap., Atmos. Loads
Segments Edit Segment Data

Tribs Edit Tributary and Point-Source Data

Nonpoint Edit Nonpoint Landuse Categories & Export C e ficients
Mcoefs Edit Default Model Coefficients & Error Ter

Channels Edit Transport Channels

Atl Edit All input Data Groups

Each of the above procedures provides access to a different data-entry screen.
Thnen are ||cfnri ﬁlf\hﬂ wit] hnlr accnNnci1a 9!" ﬂl'\ coraponc hpl(\\ll'
A IlWOW M Vv Liovwa “lvllé YYAUIL UWIWIE IOV VIGLLWG ‘.l‘alr DWW WWILS UWIV YY .
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Once the case input values have been entered, the Case/Models procedure
can be used to define model options in the following categories:

BATHTUB - VERSION 5.4

Case Run List Plot Utilities Help Quit

Edit Models Read Save New List Morpho
Model Categories:

Conservative Substance Balance

Phosphorus Sedimentation Model

Nitrogen Sedimentation Model

Chlaranhuvll 3 Madal

Chlorophyll a Model

Secchi Model

Dispersion Model

Dhacnhariic Calihration Mathad

THRUSEHIIUI WS Vel avi Uil nv vy

Nitrogen Calibration Method
Nutrient Availability Facto

Macc-Balanra Calruulatinn Mat
MaSSToaitaiive vaitliuiairiln mou

S
h

od
oG

Subsequent menus are presented that allow the user to set model options in any
of the above categories. Option settings are documented in Table 4.2. For most
options, a setting of zero will bypass the corresponding calculations. Conserva-
tive substance (e.g., chloride) balances may be useful for verifying water
balances and calibrating diffusive transport coefficients. For the phosphorus,
nitrogen, and chlorophyll models, settings of 1 or 2 correspond to the most
general formulations identified in model testing. If the conservative substance,
phosphorus, or nitrogen sedimentation model is set to 0, corresponding mass
balance calculations are bypassed, and predicted concentrations are set equal to
observed values in each segment. This feature is useful for assessing pool
nutrient/chlorophyll relationships and controlling factors in the absence of

nutrient loading information.

The Case/Read procedure is used to read existing data sets and has two
choices beneath it:

BATHTUBR - VERSION 5.4
Case Run List Plot Utilities Help Quit
Edit Models Read Save New List Morpho
Data Translate

iam E L D
i Je W

ata o
ta Set Created w

e
i

.
th Previous Versions of Program

Case input data can be saved (along with selected model options) on disk
(Case/Save) for retrieval in subsequent sessions (Case/Retrieve). Case files
should be named with an extension of ‘. BIN” to facilitate future identification
and retrieval. The Case/Save procedure saves the current data set. The
Case/New procedure resets all data and model coefficients to their default
values and begins a new data set. The Case/List procedure lists all input
values for the current case. The Case/Morpho option lists a brief summary of
segment morphometric features.
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Run procedures

Once a complete set of input values have been entered and saved on disk,
the model can be run using the following procedures:

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Model Sensitivity

NoError Inputs Model All

NoError Run Model Without Error Analysis

Inputs Error Analysis - Case Input Variables Only
Model ’ Error Analysis - Model Error Terms & Calib Factors
ALl Error Analysis - All Input Variables and Model Parameters

The first procedure (Run/Model/NoError) is suggested for trial runs of newly
entered cases. The program first checks for valid input data and lists any

errors identified. Error messages describe the error type and often refer to a
particular segment or tributary number. If an error is encountered, execution
stops and control is returned to the main menu. The user would then access
Case procedures to identify and correct the invalid input data. If the number of
error messages encountered fills up more than one screen, a copy of the error
messages is saved in a disk file which can be accessed using the Utilities/Error
procedure.

If no input errors are detected, the program attempts to solve the mass-
balance equations. In rare cases, solutions cannot be reached and an error
message appears. This type of problem may occur when the segmentation
scheme is not defined correctly (outflow segment numbers are not correctly
specified) or when the solution of the water-balance equation indicates that
there is no net outflow from the reservoir (evaporation and/or withdrawals
exceed inflows). Steady-state solutions cannot be reached in such situations.

If a solution is reached, control is returned to the main menu. The message
‘MODEL EXECUTED?’ appears in the lower right hand corner of the screen.
This indicates that List and Plot procedures can be accessed to review output.
If input values are subsequently edited or a new data file is read, the model
must be executed again before output can be viewed. As indicated above, the
Run/Model procedures can be implemented with four levels of error analysis.
Error analysis procedures require longer execution times because the model
must be solved many times to test sensitivity to each input variable and/or
model error term.

The Run/Sensitivity procedures test the sensitivity of predicted nutrient
concentrations in each segment to variations in nutrient sedimentation rate and
in longitudinal dispersion rate:

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Model Sensitjvity
Conserv Total P Total N
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Conserv Run Sensitivity Analysis for Conservative Substance
Total P Run Sensitivity Analysis for Total Phosphorus
Total N Run Sensitivity Analysis for Total Nitrogen

List procedures

Several tabular formats are provided to summarize and highlight various
aspects of the model output. These are accessed by selecting List from the

main menu:
BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Hydraul Balances Compar Diagnos Profiles Flownet Table Short
Hydraul List Morphometry/Hydraulics/Dispersion Table
Balances/ List Water and Mass Balances
Gross Gross Water and Mass Balances - All Segments
By Segment Water and Mass Balances by Segment - Detailed
Summary Water and Mass Balances by Segment - Summary
Compar Compare Observed & Predicted Values
Diagnos List Observed & Predicted Diagnostic Variables
Profiles List Summary of Predicted Values
Flownet List Flow Network Summary
Table List Table of Predicted Values for Selected Variables
Short Short Table of All Predicted Values by Segment

Each procedure writes results to a temporary disk file. When output is com-
plete, a utility is executed to permit interactive viewing of the output file.
Cursor keys can be used to move forward or backward though the file.
Results can be copied to a permanent disk file by pressing the <F8> function
key. A Help screen describing the current output format can be accessed by
pressing the <F1> function key. Examples and explanation of each output
format are given in the ‘Sample Output’ section.

Plot procedures

Graphs of observed and predicted concentrations can be viewed by

accessing the Plot procedures:

BATHTUB - VERSION 5.4
Case °~ Run List Plot Utilities Help Quit
Nutrients Some Define

Nutrients Plot Total Phosphorus & Total Nitrogen Only

AlL Plot All variables

Some Plot Selected Variable(s)

Define/ Edit Plot Scale Options (Default, Linear, or Logarithmic)
1Default Use Default Scale Types
2Linear Use Linear Scales for All Variables
3Log Use Logarithmic Scales for ALl Variables

After specifying one of these procedures, plot formats can be selected from
subsequent menu screens:
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1. Observed and Predicted vs. Model Segment
2. Observed vs. Predicted
3. Observed/Predicted Ratio vs. Model Segment

If error analysis calculations have been performed, Format 1 shows predicted
concentrations * 1 standard error. Similarly, observed concentrations are
shown + 1 standard error for observed variables with specified CV values. The
last model segment displayed in Formats 1 and 3 shows results for the area-
weighted mean across ali case segments; for example, if the case contains

4 segments, area-weighted means will be shown above segment number 5.
Sampies of each piot format are given in the ‘Sampie Output’ section.

11636 smvmmaddiinan
Uity proceauires
Pragram utilitiae can he accaccad fram the main ment ta nraovide the
I1vgiaili ULllIUuGLS Lall UC ablLOdoTU 11 VI UIC 1Hidill 1HICHU WU pluviue uic
allauing mnrtinng
AUV YV L AUIVUIVILD
BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
output Restrict View Error
Screen File
Output/ Set Output Destination - Screen or File
Screen Direct Output to Screen {Default)
File Direct Output to Disk File
Restrict Restrict Output & Plots to Specific Segment(s)
AfS mas A mss memrs NAC Tawse P21 o
VICwW VIEW ally DUS ICAL TFiLe
Error View Error Message File

Output can be redirected from the screen to a disk file. if Utilities/Output/

File 1s selected, ali output listings wiil be routed to a user-specified disk file; no

screen output will occur until Utilities/Output/Screen is selected. This utility

is useful for creating permanent log files of program output for future reference
i I an be ‘used to
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Sunnlementarv heln screens can be viewed from the nroeram menu bv
ppiemer help screens can be viewed Irom the program menu

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
This provides access to help screens that are organized in the following general

categories:
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Introductory Screens

Input Topics

Model Variables and Options
Output Topics

Program Operation

Context-sensitive help screens can also be accessed during execution of other
procedures by pressing the <F1> function key.

Quit procedure

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit

Selecting Quit from the main menu ends the current session, after checking
whether this is the user's intention. The current case file should be saved
before quitting.

Application Steps

This section describes basic steps involved in applying BATHTUB to a
reservoir. Three application scenarios can be defined, based upon reservoir

status and data availability:
[ \vailabili
Water/Nutrient  Pool Water
Scenario Reservoir Balance Data ity Data
A Existing Yes Yes
B Existing No Yes
C Existing or Proposed Yes No

Scenario A normally applies to an existing reservoir with nutrient balance data
and pool water quality data. Under Scenario B, nutrient balance (loading)
information is lacking; in this case, the program can be used for diagnostic
purposes (e.g., assessing pool nutrient/chlorophyll relationships and regional
ranking).. Scenario C is distinguished by lack of pool water quality data, which
would otherwise be used for preliminary testing and calibration.

For each scenario, application procedures can be summarized in terms of
the following basic steps:

Step Description

1 Watershed Data Reduction
2 Reservoir Data Reduction
3 Data Entry and Verification
4 Water Balances

5 Nutrient Turnover
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Diffusive Transport
Nutrient Balances
Chlorophyll a and Secchi
Verification

0 Diagnostics

1 Predictions

— D 00 3 N

These steps are designed to be executed sequentially. Reiteration of previous
steps is common in typical modeling projects. As described below, not all
modeling steps are applicable to each scenario. The procedures are intended to
provide general indications of factors to be considered during the modeling
process. They are not intended as a rigid framework for applying the model.
User judgment must be exercised to account for unique aspects of each appli-
cation. The Theory section of this chapter describes model formuiations,
options, and other background information required to support applications.
re considering each scenario, a few general aspects of developing model
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is based upon historical data and helps to d a
subsequent monitoring. The second phase is based upo
Chapter 1 contains guidance for designing monitoring

model applications.

k=

rograms to support

In defining study scope, the user must decide which components will be
modeled. In the most general case, a model application involves specification
of tributary loads (flows and concentrations) for a conservative tracer, total
phosphorus, ortho phosphorus, total nitrogen, and inorganic nitrogen. Of these,
only total phosphorus is absolutely necessary. Based upon the CE reservoir
data set used in developing the phosphorus sedimentation models, additional
consideration of ortho phosphorus loads reduces the standard error of predicted
reservoir-mean phosphorus concentrations by 16 to 32 percent, depending
upon model formulation. Considering total phosphorus loads only will provide
unbiased predictions of reservoir response, however, if the ratio of tributary
ortho phosphorus load to tributary total phosphorus load is in the range of 15 to
50 percent. Considering nitrogen loads provides additional descriptive infor-
mation, but may not contribute significantly to predicting the trophic response
of the reservoir, as measured by chiorophyll a because nitrogen may not be
Iimiting aigai growth or because external nitrogen ioads may be suppiemented
by fixation of atmospheric nitrogen (see Eutrophication response models).
Modeling a conservative tracer, such as chioride or conductivity, provides a
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means for calibrating and testing diffusive transport terms and for testing
overall water balances.

BATHTUB provides a facility for calibrating the empirical models to
account for site-specific conditions (see Calibration factors). Calibration
should be attempted only by experienced users working with intensive moni-
toring data sets. A potential need for site-specific calibration is indicated when
significant differences between observed and predicted concentrations are
found during initial model runs. A conservative approach to calibration is
recommended (adjusting the fewest number of coefficients within reasonable
ranges). Differences between observed and predicted concentrations resuit
from two basic sources: data errors and model errors. Random data errors
always occur in the specification of model input values (tri
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priate to account for differences in measurement technique. BATHTUB error
analyses can help to distinguish between model and data errors. Calibration is
generally not necessary when there is considerable overlap between observed
and predicted distributions (Plet procedures).

Each application should start with construction of a schematic diagram
showing major reservoir regions, inflow streams, point sources, outflow
streams, and monitoring stations. Examples of schematic diagrams are given in
the Documented Session and Instructional Cases sections at the end of this
chapter. The diagram can be overlaid on a reservoir map. Initial definitions of
model segments should be shown; these may be revised based upon subsequent
review and summary of monitoring data. Segments and tributaries should be
labeled and numbered. The diagram provides a useful frame of reference for
subsequent data reduction and modeling steps.

Scenario A - Existing reservoir with loading and pool water quality
data

|77}
-
a©
o
—
5
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involves reduction of watershed data used in modeling. Formu
1 % 2 PR _ 4 L2 : : <

a drainage area “balance” is an important first
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May-September) for reservoirs with relatively short residence times (see
Nutrient residence time and turnover ratio). Sensitivity to choice of averaging
period can be tested by creating separate input files for different averaging
periods.

Ungauged inflows and stream concentrations can be estimated by drainage-
area proportioning using data from other regional watersheds with similar land
uses. Alternatively, ungauged inflows and concentrations can be estimated by
calibrating and applying the nonpoint source model provided with BATHTUB
(TYPE=2 tributaries). Calibration requires specification of typicai runoff rates

e me L mT -~

and concentrations as a function of land use (Case/Edit/Non-Point
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be useful for this purpose (see PROFILE, Chapter 3). Even if significant
spatial variations in water quality are apparent, division of the reservoir into
multiple segments is not necessary for modeling. Modeling the entire reservoir
with one segment provides predictions of area-weighted mean concentrations,
which may be adequate to support management decisions. In such situations, it
will be particularly important to apply spatial weighting factors when averaging
observed water quality data. Defining multiple segments may be required to
support management decisions. Simulating spatial variations within the reser-
voir can provide evidence of model applicability and reliability that is not
available in single-segment applications.

In Step 3, an input data file is created by running the Case/Edit procedures
(see Data-Entry Screens). The input file should be listed and checked for data-
entry errors and completeness. Default model options should be modified to
reflect the components being modeled (conservative substance, phosphorus,
nitrogen). If ortho phosphorus and/or inorganic nitrogen concentrations for ali
stream inflows are not supplied, availability factors shouid not be used in caicu-
lating nutrient balances. This is achieved by setting the ‘ Availability Factor’

IV P |

option to 0 using the Case/Models procedure.
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most likely source(s) of water balance error and adjust the appropriate value(s)
in the CASE file. Flow-balance errors are often attributed to ungauged surface
or groundwater inflows. If a water balance cannot be established with reason-
able adjustments, additional monitoring with refinements to flow gauging
networks may be required.

Nutrient turnover ratios are checked in Step S using the List/Balances/
Gross procedure. As discussed above (see Nutrient residence time and turn-
over ratio), the appropriate averaging period for mass-balance calculations is
determined by the observed turnover ratio of the iimiting nutrient (usuaily
phosphorus). A seasonal averaging period (April/May through September) is
usually appropriate if it resuits in a turnover r. 4 i 1al
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1e growing season may reflect nutrient tr 1 tom waters
diffusion or mixing processes, as compared with nutrient inputs from external
sources. Both annual and seasonal balances should be tested in this situation.
Depending upon results of Step 5, it may be necessary to repeat the calculation

of tributary loadings (Step 1) using a different averaging period.

Step 6 involves checking and possible calibration of diffusive transport
terms using the List/Hydrau procedure. If numeric dispersion exceeds the
estimated dispersion in a given segment, the user should consider revising the
segmentation scheme (e.g., increasing segment numbers and thus decreasing
segment lengths) until this criterion is satisfied. In some cases, this may be
difficult to achieve with a reasonable number of segments, particularly in
upper-pool segments, where advective velocities tend to be greater. The cri-
terion may be waived if the sensitivity of predicted nutrient profiles to alterna-
tive segmentation schemes is shown to be minimal.

Conservative tracer data (typically chioride or conductivity), may be used to
calibrate diffusive transport terms in probiems invoiving more than one seg-
ment. An overall fracer mass balance shouid be established (List/Balances)
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segment individually. For Dispersion Model 1, the global calibration factor
should be in the range of 0.25 to 4.0, the approximate 95-percent confidence
limit for dispersion estimated from Fischer’s equation. If adjustment outside
this range is required, other dispersion models and/or alternative segmentation
schemes should be investigated.

If there is a long wind fetch and segments are aligned along predominant
wind directions, upward adjustment of the dispersion factors may be necessary.
Conversely, downward adjustment may be necessary in reservoirs or reservoir
areas that are sheitered from winds. The segment calibration factor for disper—
sion can be adjusted downward fo refiect iocal restrictions caused by weirs,

bridges, etc. Calibration of dispersion rates ‘oas ed upon tracer data is feasibie
i i a Serv result of the

o

as -ll as true dlfferences betw ) the model

responses. As discussed above, a conservativ
recommended.

The List/Compar procedure provides statistical comparisons of observed
and predicted concentrations. These are computed using three alternative mea-
sures of error: observed error only, T(1); error typical of model development
data set, T(2); and observed and predicted error, T(3). Tests of model appli-
cability are normally based upon T(2) and T(3). If their absolute values exceed
2 for the comparison of area-weighted mean concentrations, there is less than a
5-percent chance that nutrient sedimentation dynamics in the reservoir are
typical of those in the model development data set, assuming that input condi-
tions have been specified in an unbiased manner. The applicability of the
models would be questionable in this case. If the discrepancy cannot be attri-
buted to possible errors in the input data file (particularly, inflow concentra-
tions), other options for modeling nutrient sedimentation shouid be
investigated.

Lack of fit may also resuit from unsteady-state lo
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Once an annronriate sedimentation model is selected. T(1) can be used as a

ppropnate sedimentalion model Is seiected, 1(1)canbe used as a

basis for deciding whether calibration is appropriate. If the absolute value of
T(1) exceeds 2, then there is less than a 5-percent chance that the observed and
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predicted means are equal, given the error in the observed mean. In this situa-
tion, it may be desirable to calibrate the model so that observed and predicted
nutrient concentrations match.

As outlined in Table 4.2, two calibration methods are provided for phos-
phorus and nitrogen: Method 0 - calibrate decay rates and Method 1 - calibrate
concentrations. - In the first case, the segment-specific calibration factors are
applied to estimated sedimentation rates in computing nutrient balances. In the
second case, the factors are applied to estimated concentrations. In Method 0
(defauit), it is assumed that the error is atiributed primarily to the sedimentation

-

model. In Method 1, the error source is unspecified (some combination of
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and tested for predicting reservoir-mean conditions. Error anal alculati
indicate that sedimentation rates predicted by these models are generally
accurate to within a factor of 2 for phosphorus and a factor of 3 for nitrogen
(Walker 1985). To account for this error, nutrient calibration factors (Case/
Edit/Mcoefs screen) can be adjusted within the nominal ranges of 0.5 to 2.0

and 0.33 to 3 for phosphorus and nitrogen, respectively.

In some cases, nutrient retention coefficients for phosphorus or nitrogen
may be negative. Even after setting the nutrient calibration coefficient to zero
(essentially treating the nutrient as a conservative substance), the model will
underpredict the observed nutrient concentration in the reservoir. This may
reflect net nutrient releases from bottom sediments (phosphorus or nitrogen) or
fixation of atmospheric nitrogen by bluegreen algae. These “internal sources”
can be represented in the model using tributaries with TYPE CODE=5.
Apparent negative retention coefficients may reflect use of an improper averag-
ing period or underestimation of significant external loads. Independent evi-
dence and estimates of sediment nutrient sources should be obtained before
specifying internal sources in the model. As discussed in the Theory section of
this chapter, reservoirs with negative nutrient retention coefficients were rarely
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encountered in the supporting research (Waiker 1985). if internal sources are
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rate) are developed in Step 8. This involves model selection, testing, and possi-
ble calibration. As outlined in Tables 4.2 and 4.3, several options are available
for predicting chlorophyll a concentrations and Secchi depths as a function of
nutrient levels and other controlling factors. If nitrogen balances are considered
in addition to phosphorus, chlorophyll a Models 1 or 3 can be used; otherwise,
chlorophyll a Model 2 (default) is the most general for application to reser-
voirs. Secchi Model 1 (defauit) requires an estimate of nonaigal turbidity for
each modei segment (see Theory). The interpretation and use of t-statistics
(List/Compar procedure) in testing and calibrating the chiorophyil a and
Secchi submodels foliow the above discussion for nutrients (Step 7).
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studies are necessary in order to obtain adequate perspectives on water quality
variations driven by variations in climate or flow. A separate model input file
can be created for each study year; each file uses the same segmentation

scheme, model options, and calibration coefficients. Successful simulation of
year-to-year variations is important evidence of model validity. Reiteration of
previous modeling steps may be required to improve model performance over

the range of monitored conditions.

a S
on is necessary. Generally, multiyear reservoir

Step 10 involves application of the model for diagnostic purposes using the
List/Diag procedure. Observed and predicted variables are listed and ranked
against the model development data set. Diagnostic variables (Table 4.5)
reflect the relative importance of phosphorus, nitrogen, and light as factors
controlling algal productivity. Results are reviewed to ensure that controlling
factors are consistent with the chlorophyll @ and transparency submodels
empioyed.

The model is applied to predict the impacts of alternative loading scenarios
or management strategies in Step 11. Typicaily, a separate input file is created
for each management strategy and hydrologic condition (e.g., wet year, average
year, dry year). Effects of management strategies und /
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results. If the application has involved substantial calibration in Steps 6-8,
management scenarios should also be evaluated using model runs with the
uncalibrated model (all calibration coefficients set to 1.0). In many cases, the
relative impacts of alternative management strategies (expressed as percentage
differences in predicted mean chlorophyll a, for example) will be insensitive to
whether they are based upon the calibrated or the uncalibrated model.

Error analyses can be run to quantify uncertainty in each predicted response
variable for each scenario and hydrologic condition. Uncertainty is expressed
in terms of the mean coefficient of variation (CV). The error analysis will
overpredict this uncertainty in cases where the model has been calibrated and
tested based upon site-specific conditions. In all cases, the uncertainty associ-
ated with relative predictions (e.g., expressed as percent change in chlorophyll
a resulting from different management strategies) will be substantially lower
than that associated with absolute predictions (expressed in ppb).

In applying the model to predict future conditions, diagnostic variables are
checked to ensure that controlling factors are consistent with the chlorophyll a
and transparency submodels. For example, if a phosphorus-limited chlorophyll
a submodel (e.g., 4 or 5 in Table 4.2) is applied to existing conditions in Step
8, model predictions will be invalid for a future loading condition, which causes
a switch from phosphorus- to nitrogen-limited conditions. Similarly, if the
phosphorus sedimentation model does not account for inflow phosphorus
availability, predictions of future conditions involving a significant change in
the Ortho-P/Total P load ratio may be invalid.

Scenario B - Existing reservoir with pool water quality data only

BATHTUB can be used to summarize and rank water quality conditions and
to evaluate controlling factors in segments representing different reservoirs or
different areas within one reservoir. Comparisons are based upon observed
water quality conditions and morphometric features specified for each segment.
Various nutrient/chlorophyll a and other eutrophication response models can be
tested. This type of analysis can be applied in the absence of nutrient loading
and water balance information. It is essentially descriptive or diagnostic in
nature and does not provide a predictive basis. Because water-balance and
nutrient-balance calculations are not involved, Steps 4-7 and 11 are not
performed.

Scenario C - Reservoir with loading data only

BATHTUB can be used to predict water quality conditions in a future reser-
voir or in an existing reservoir lacking observed water quality data. Lack of
observed water quality data precludes calibration and testing of diffusive
transport, nutrient sedimentation, and eutrophication-response models. If the
application is to an existing reservoir, a monitoring program should be
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implemented to obtain data for calibration and testing before using the model to
evaluate management strategies. If the application is to a proposed reservoir,
the accuracy and credibility of model projections would be enhanced by first
applying it successfully to an existing reservoir in the same region and, if pos-
sible, with similar morphometry and watershed characteristics.

Model predictions for a future reservoir refer to steady-state conditions and
do not apply to the initial “reservoir aging” period, during which significant
“internal” loadings may occur as a result of nutrient releases from inundated
soils and vegetation. The reservoir aging period is inherently dynamjc and not

YT T

suited for direct simuiation via the steaay-state algomnms used in BATHTUB.

Approx1mate estimaies of conditions aurmg the reservoir agmg penoa may be

..... b e mmids e Py IS | mand g camm men PP .Y 1 U A
derived by specifying additional internal nutrient sources of appropriate magni-
[ P P o P s D i s LT T Py’ e ooy ey Lhnacad s Aratriea
‘l‘uucbt IC1l 't SCULICI l clca::cs uwmg Ul.lb pCllUU LVa>CU upun lllC tui
wacriassie and/ne fald dota
ICVICWD 1U/V1 1ICIU Uala.

Following is a list of all BATHTUB procedures. Names are listed on the
left. Indentation reflects Menu level (Lines 1-4). A brief description of each
procedure is given on the right.

Case Define Case - Read, Enter, Edit, or

wneag, LR

Edit Edit Case Data
Dimensions Edit Case Dimensions, File Name, Title, User Notes
Globals Edit Global Parameters, Precip., Evap., Atmospheric Loads...
Segments Edit Segments, Calib. Factors, Morphometry, Obs. Water Qual.
Tribs Edit Tributary & Uatershed Data - Areas, Flows, Concs...
Nonpoint Edit Nonpoint Landuse Categories & Export Coeff1c1ents
First Edit Coefficients for Landuse Categories 1-4
Second Edit Coefficients for Landuse Categories 5-8
MCoefs Edit Default Model Coefficients & Error Terms
Channels Edit Transport Channels
All Edit All Input Data Groups
All Edit All Input Data Groups
Models Set Model Options
Read Read Case Data File
Data Read Input File (Filename = *.BIN, BATHTUB Version >= 5.0)
Translate Read Old Input File Format l‘-innnmn = *_BTH, Version <= 4.4
Save Save Case Input Data File
New Reset Input Values & Start New Case
Change Delete, Insert, or Copy Segments or Tributaries
Segments Delete, Insert, or Copy Segments
Delete Delete a Segme nt from the Existing Network
Insert Insert a New Segment into the Network
Copy Copy Data from One Segment to Other Segment(s)
Tribs Delete, Insert, or Copy Tributaries/Watersheds
Delete Delete a Tributary from the Existing Network
Insert Insert 2 New Tributary into the Network
Copy Copy Data from One Tributary to Other Tributaries
List List Input Values for Current Case
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Morpho
Run

Model
NoError
Inputs
Model
ALl

Sensitivity
Conserv
Total P
Total N

List

Hydrautl

Balances
Gross

By Segment
Summary

Compar
ALl
Means
Diagnos
All
Means
Profiles
Predicted
Observed
Ratios
Flownet
Table
Short
Plot
Nutrients
Atll
Some
Define
1Default

2Linear
3Log

Utilities
Output
Screen
File
Restrict
View

Error
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List Segment Morphometry

Check Case Data & Run Model

Run Model

Run Model Without Error Analysis

Error Analysis - Case Input Variables Only

Error Analysis - Model Error Terms & Segment Calib Factors
Error Analysis - ALl Input Variables and Model Parameters
Run Sensitivity Analysis - Dispersion & Decay Factors
Run Sensitivity Analysis for Conservative Substance Balance
Run Sensitivity Analysis for Total Phosphorus Balance
Run Sensitivity Analysis for Total Nitrogen Balance

List Model Output

List Morphometry / Hydraulics/ Dispersion Table

List Select Water and Mass Balances

Gross Water and Mass Balances - All Segments

Water and Mass Balances by Segment - Detailed

Water and Mass Balances by Segment - Summary

Compare Observed & Predicted Values

All Segments + Area-Weighted Mean

Area-Weighted Means Only

List Observed & Predicted Diagnostic Variables

ALl Segments + Area-Weighted Mean

Area-Weighted Means Only

List Sumaries of Predicted & Observed Values

List Predicted Values

List Observed Values

List Observed / Predicted Ratios

List Flow Network Summary

List Table of Predicted Values for Selected Variables
Short Table of Predicted Values by Segment

Plot Observed & Predicted Variables

Plot Total Phosphorus & Total Nitrogen Only

Plot ALl Variables

Plot Selected Variable(s)

Define Plot Scale Types (Default, Linear, or Logarithmic)
Use Default Scale Type for Each Variable

Use Linear Scales for All Variables
Use Logarithmic Scales for All Variables

Program Utilities

Set Output Destination - Screen or File
Direct Output to Screen (Default)

Direct Output to Disk File

Restrict Output & Plots to Specific Segment(s)
View any DOS Text File

View Error Message File
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Help View Supplementary Help Screens

Quit End Current Session

Data-Entry Screens
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detailed information on specific fields may be obtained bv moving the cursor to
the field and hitting <F8>; this works only when the message ‘<F8>=HELP
FIELD’ appears in the lower right corner of the screen.

DATA-ENTRY SCREEN: Case/Edit/Dimensions

CASE TITLE:
DATA FILE NAME:

NUMBER OF MODEL SEGMENTS <=39
NUMBER OF TRIBUTARIES <=99

NOTES:

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

HELP SCREEN:

Case Edit Dimensions

Define problem TITLE for labeling output

Define DATA FILE NAME for storing input values. DOS PATH can also
be included, Examnles:

cluded, Examples:
KEYSTONE.BIN <---- places file in same directory as program

C:\MYDIR\KEYSTONE.BIN
D :\HORK\SUB\KEYSTONE .BIN

Extension '.BIN' should be used to indicate binary output format.

NUMBER OF SEGMENTS (Maximum = 39)

ES (Maximum = 99)

La = ¥¥s

1
reams, outflow streams, & non-point watersheds
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DATA-ENTRY SCREEN: Case/Edit/Globals

GLOBAL VARIABLES & ATMOSPHERIC LOADS

MEAN cv
AVERAGING PERIOD (YRS)
PRECIPITATION (M)
EVAPORATION M)
STORAGE INCREASE (M)

ATMOS. LOADS (KG/KM2-YR)

VARIABLE MEAN cv AVAILABILITY-FACTOR
TOTAL PHOSPHORUS [0.33]
ORTHO PHOSPHORUS [1.33]
TOTAL NITROGEN [0.591
INORG. NITROGEN [0.79]

CONSERV. SUBST.

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

HELP SCREEN:

Case Edit Globals

Values entered in this screen apply to all segments in network
during the period of mass-balance calculations.

Averaging Period = duration of mass-balance calculations
= period used in specifying tributary inflows
(1 = annual, .5 = April-September, .42 = May-September)
Storage Increase = increase in pool elevation between start
and end of Averaging Period.

Default values for Availability Factors are shown in [brackets].

DATA-ENTRY SCREEN: Case/Edit/Segments

SEGMENT: ___ NAME: OUTFLOW SEG:___ GROUP:___
AREA (KM2): MEAN DEPTH (M): LENGTH (KM):
VARIABLE UNITS MEAN cv CALIBRATION
MIXED LAYER DEPTH (M) FACTORS

HYPOLIMNETIC DEPTH (M)
DISPERSION FACTOR -

OBSERVED WATER QUALITY...
NON-ALGAL TURBIDITY (1/M)
TOTAL PHOSPHORUS (PPB)

TOTAL NITROGEN (PPB)
CHLOROPHYLL-A (PPB)
SECCHI DEPTH M

ORGANIC NITROGEN (PPB)
TOTAL P - ORTHO P (PPB)
HYPOL. 02 DEPL.  (PPB/DAY)
METAL. 02 DEPL.  (PPB/DAY)
CONSERVATIVE suBsT. -

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT
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HELP SCREEN:

Case Edit Segments

1f mixed layer depth =0., it will be estimated from mean depth.

Calibration factors normally = 1.0.

Observed water quality data should reflect growing season.
They are optional. '0' indicates missing.
Fetimatace nf nan-alaal furhidifty ara raciie if Chlaranhvll-a Madel
Estimates of non-algal turbidity are required if Chlorophyll-a Model
1 or 2 is used. If turbidity is set to 0.0, it is estimated from
observed Chl-a and Secchi if both are specified.
A A lod Ve o VAN e Yatle)led od U ~u J= ae ., = g e V4 o 1 ok o B | y Vol
DAITA-ENIRY OUREEN!: ase/ceai/inps (L Yreo 1-4, o)
TRIBUTARY NUMBER: LABEL:
SEGMENT NUMBER: TYPE CODE:
MEAN cv
DRAINAGE AREA (KM2)
FLOW (HM3/YR)
TOTAL PHOSPHORUS (PPR)
ORTHO PHOSPHORUS (PPB)
TOTAL NITROGEN (PPB)
INORGANIC NITROGEN  (PPR)
CONSERVATIVE SUBST. -
NON-POINT-SOURCE WATERSHED AREAS
CATEGORY:
AREA (KM2)
CATEGORY:
AREA (KM2)
F1=HELP  F2=DONE/SAVE, F3=EDIT FIELD  F7=HELP/EDITOR, <ESC>=ABORT
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HELP SCREEN:

Case Edit Tributary

Edit tributary names, types, flows, drainage areas, & concentrations.
Use cursor or space bar to select trib. to be edited;
press <return> to select tributary, <esc> to quit.

Tributary TYPE CODES:

Gauged Tributary (flow, concs input)

Ungauged Tributary (flows, concs estimated from land use)
Point Source Discharging Directly to Reservoir

Outflow or Withdrawal

Internal Source (input areal loads in mg/m2-day)
Diffusive Source

OOV WN =
o

1f TYPE=2, flow & concentrations will be estimated using the non-point
source model, otherwise, values entered in this screen will be used.

Non-Point Source Watershed Areas:

-> only used in calculations if TYPE CODE=2

-> sum of subwatershed areas should equal total drainage area

-> landuse category definitions & export coefficients specified
in separate screen ('Case Edit Nonpoint')

DATA-ENTRY SCREEN: Case/Edit/Tribs (TYPE = b5)

TRIBUTARY NUMBER: LABEL:
SEGMENT NUMBER: TYPE CODE: =5

INTERNAL LOADING RATES (MG/M2-DAY)

MEAN cv
TOTAL PHOSPHORUS

ORTHO PHOSPHORUS

TOTAL NITROGEN

INORGANIC NITROGEN

CONSERVATIVE SUBST.

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

HELP SCREEN:

Internal Load Rates

Use tributary type code = 5 to specify internal loads for each
constituent to any segment in units of mg/m2-day.

This can be used to represent nutrient recycling from bottom
sediments, if independent estimates or measurements are
available.

To use this feature, change the tributary type code to 5 and
press <F2>. The normal tributary input screen (used for
type codes 1-4) will switch to one with entry locations for
internal load rates and cvs for each constituent.
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DATA-ENTRY SCREEN: Case/Edit/Nonpoint

NON-POINT-SOURCE EXPORT COEFFICIENTS

1 AMNDLICE AT 1 2 k9 L
LARDUSE CAT: 1 2 3 4
LABEL
MEAN CV MEAN CV MEAN CV MEAN CV
MEAN CV MEAN CV MEAN CV MEAN CV

RUNOFF M/YR

TOTAl D PDR
IVine ¥ e

ORTHO P PPB

TOTAL N PPB

e
o
]
w

CONS § ---

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

Edit Non-Point Source Export Coefficients

These values are used to estimate flow & concentration for TYPE=2
tributaries, according to the following model:

FLOW (hm3/yr) = SUM [ AREA (km2) x RUNOFF (m/yr) 1

LOAD (kg/yr) = SUM [ AREA (km2) x RUNOFF (m/yr) x CONC (ppb) 1

SUM = sum over land use categories

This screen is used to enter RUNOFF & CONC values for each landuse
category.

This screen can be ignored if all inflows are measured directly.

DATA-ENTRY SCREEN: Case/Edit/Mcoefs

MODEL CALIBRATION FACTORS

CURRENT-CASE DEFAULT-VALUES

MEAN cv MEAN cv
DISPERSION RATE 1.0 .70
P DECAY RATE 1.0 .45
N DECAY RATE 1.0 .55
CHL-A MODEL 1.0 .26
SECCHI MODEL i.0 .10
ORGANIC N MODEL 1.0 12
TP-OP MODEL 1.0 .15
HODV MODEL i.0 .15
MODV MODEL 1.0 .22
SEC./CHLA SLOPE (M2/MG) .025 .0
MINIMUM QS (M/YR) 4.0 .0
CHL-A FLUSHING TERM 1.0 .0
CHLOROPHYLL-A CV .62

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT
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HELP SCREEN:

Case Edit MCoefs

CdZa Mot Ao LLL sl O PEo
EQItl MOGEL LvoeTtTicients « i

Calibration factors apply to all segments.

For example, changing the mean value for coefficient 1 (P DECAY RATE)
from 1.0 (default value) to 0.5 will reduce the phosphorus sedimentation|
e a . L. ENAW o - mende I calandbad Lan

rate lﬂ au begments DY DUIQ, regarute&s UY HI’IICI’I Dleﬁll l& STLeciea Ul
predicting phosphorus sedimentation.

MINIMUM QS = lowest overflow rate used in computing sedimentation coefs.

FLUSHING EFFECT = 1 include flushing term in Chl-a Models 1 & 2,

= 0 exclude flushing term

CHL-A CV = Chl-a-a temporal coefficient of variation used in
computing algal nuisance frequencies (typical value = .62)

DATA-ENTRY-SCREEN: Case/Edit/Channeis
DEFINE CHANNELS - TRANSPORT BETWEEN SEGMENTS
SEGMENTS  ADVECTIVE-FLOW  DIFFUSIVE-EXCHANGE
LABEL FROM TO HM3/YR cv HM3/YR cv

F1=HELP, F2=DONE/SAVE, F3=EDIT FIELD, F7=HELP/EDITOR, <ESC>=ABORT

HELP SCREEN:

Case Edit Channels

Specification of “Normal Outflow Segments” defines a typical application
consisting of a one-dimensional, branched network.

“Channels” can be used to specify additional advective flow and
be

diffusive transnort tween any pa nair of seaments.

ansepo egRents.

Flow values must be estimated independently.

Up to 10 channels can be defined for any case.
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This section describes exampies of each output format using data from
Keystone Reservoir (located on the Arkansas and Cimarron rivers in

Oklahoma). Data from this reservoir are analyzed extensively in the supporting
research document (Walker 1985). Model segmentation for Keystone is

1 A M AQ
HIusSuaica 1 rigure 4.%,

LAKE
N’ \\ KEYSTONE

a. Morphologic features

ARKANSAS
RIVER

CIMARRON — V'\ 6 le-Y o
RIVER \

Figure 4.9. Model segmentation for Lake Keystone, Oklahoma, application
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Pool and tributary water quality data were derived from measurements
made in 1974 and 1975 by the EPA National Eutrophication Survey (NES)
(U.S. Environmental Protection Agency) (USEPA 1975). The Keystone pool
was sampled by the NES at nine stations four times between April and October
1975. The role of light limitation in Keystone has been previously discussed
(Walker 1985). Because of the relatively low summer hydraulic residence time
of the reservoir (0.08 year), seasonal nutrient turnover ratios are high, and
water and mass balance calculations are based on May through September
conditions during the pool monitoring year. Point sources include three sets of
municipal sewage effluents which have been aggregated by reservoir segment.
Since the NES estimated nutrient loadings but not flows for these effluents, a
flow of 1 hm*/year has been assumed for each source (insignificant in relation
to reservoir water balance) and the nutrient concentrations have been adjusted
to correspond with the reported loadings.

The input data file ‘KEYSTONE.BIN' file (found on the distribution dis-
kette and copied to the hard drive during installation) is used to generate the
output listings. The following procedures are executed:

Case/Read/Data
Case/List

Case/Morpho
Run/Model/All
List/Hydraulics
List/Balances/Gross
List/Balances/By Segment
List/Balances/Summary
List/Compar/All
List/Diagnos/All
List/Profiles/Predicted
List/Table

List/Flownet
Run/Sensitivity/Total P
Plot/Some

Quit

Installing the program and running these procedures in sequence, while refer-
ring to comments and instructions below, will help users to become familiar
with program operation and output formats.

Start the program from the DOS prompt by entering:
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>BATHTUB

BATHTUB

EMPIRICAL MODELING OF
RESERVOIR EUTROPHICATION

VERSION 5.4
Environmental Laboratory
USAE Waterways Experiment Station
Vicksburg, Mississippi

December 1998

PRESS KEY TO CONTINUE, <ESC> RETURN TO MENU 100

A series of introductory screens appear. Pressing <"ESC:- here bypasses the
introductory screens and proceeds to the main program menu:

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Edit Models Read Save New Change List Morpho

Define Case - Read, Enter, Edit, or List Input Values

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP

CASE = Default Input File DATA FILE =
SEGMENTS =1 TRIBUTARIES = 1
MODEL OPTION ----- > SELECTION ----- >

CONSERVATIVE SUBSTANCE
PHOSPHORUS BALANCE
NITROGEN BALANCE
CHLOROPHYLL A

SECCHI DEPTH
DISPERSION

PHOSPHORUS CALIBRATION
NITROGEN CALIBRATION

NOT COMPUTED

2ND ORDER, AVAIL P
2ND ORDER, AVAIL N
P, N, LIGHT, T

VS. CHLA & TURBIDITY
FISCHER-NUMERIC
DECAY RATES

DECAY RATES

[ = SN N

Select Case/Read/Data to read a BATHTUB data set (selected choices are
underlined below but are highlighted on the screen). Choices are made in one
of two ways: (a) by pressing the first letter of the desired command, or (b) by
using the cursor keys. A one-line description of the selected procedure is
highlighted at the bottom of the upper menu box.

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Edit Models Read Save New Change List Morpho
Data Translat

Read Input File (Filename = *.BIN, BATHTUB Versions >=5.0

MOVE CURSOR & HIT <Enter> OR <First Letter> TO RUN ROUTINE, <F1,F7> HELP
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The next screen asks the user to specify the DOS path to the directory where

BATHTUB data sets are stored.

If data sets are kept in the same directory as

the BATHTUB program (as is recommended and assumed here), press

<Enter>.

ENTER FILE PATH or PRESS <Esc> TO

ENTER FILENAME DIRECTLY

ENTER FILE PATH: *.BIN

Dunoo " Kaadoas.
1 T7ess <Liuér>
4 lictino of innut filee in the enecified nath ic oiven Files are identified by the
A hsting of input jiles in the specijied patn 1s given. rlles are idenlijied Dy the
.BIN extension
POINT TO DESIRED FILE & PRESS <Enter> PATH = *_RIN

""""" SELECT FILE----~=--=---

BEAVER.BIN

CASE1.BIN

CASE2.BIN

CASE3.BIN

Fof X3 T A [-R §V)

VAOLC4.DIN

CASES.BIN

> KEYSTONE.BIN

A A oa)l . o4 al T ____ a0V ____ T s N __4_
nvove ine cursor i ne acsired inpul jiie and rnii - gaer

Respond with a Y (ves) to clear the current data set and load the specified file.
Control returns to the main menu.

BATHTUB - VERSION 5.4
Case Run List Plot Utilities Help Quit
Edit Models Read Save Neuw Change List Morpho
Define Case - Read, Enter, Edit, or List Input Values
CASE = Keystone Reservoir, Oklahoma DATA FILE = KEYSTONE.BIN
SEGMENTS = 7 TRIBUTARIES = i3 CHANNELS = 0
MODEL OPTION ----- > SELECTION ----- >
CONSERVATIVE SUBSTANCE 0O NOT COMPUTED
PHOSPHORUS BALANCE 1 2ND ORDER, AVAIL P
NITROGEN BALANCE 1 2ND ORDER, AVAIL N
CHLOROPHYLL-A 1P, N, LIGHT, T
SECCHI DEPTH 1 VS. CHLA & TURBIDITY
DISPERSION 1 FISCHER-NUMERIC
PHOSPHORUS CALIBRATION 1 DECAY RATES
NITROGEN CALIBRATION 1 DECAY RATES
AVAILABILITY FACTORS 1 USE FOR MODEL 1 ONLY
MASS-BALANCE TABLES 1 USE ESTIMATED CONCENTRATIONS
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The lower half of the screen summarizes the dimensions and selected model
options for the current case. Input values can be listed by selecting Case/

List:
BATHTUR -
Case Run List Plot
Edit Models Read Save

VERSION 5.4

Utilities Help
List

New Change

List Input Values for the Current Case

Q

uit
Morpho

Keystone Reservoir, Oklahoma

MODEL OPTIONS:
1 CONSERVATIVE SUBSTANCE

2 PHOSPHORUS BALANCE 1 2ND ORDER, AVAIL P
3 NITROGEN BALANCE 1 2ND ORDER, AVAIL N
4 CHLOROPHYLL-A 1P, N, LIGHT, T
5 SECCHI DEPTH 1 VS. CHLA & TURBIDIT
6 DISPERSION 1 FISCHER-NUMERIC
7 PHOSPHORUS CALIBRATION 1 DECAY RATES
8 NITROGEN CALIBRATION 1 DECAY RATES
9 ERROR ANALYSIS 1 MODEL & DATA
10 AVAILABILITY FACTORS 1 USE FOR MODEL 1 ON
11 MASS-BALANCE TABLES 1 USE ESTIMATED CONC
ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS  AVAILABILITY
VARIABLE KG/KM2-YR cv FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .50 .33
3 TOTAL N 1000.00 .50 .59
4 ORTHO P 15.00 .50 1.93
5 INORG N 500.00 .50 .79
GLOBAL INPUT VALUES:
PARAMETER MEAN cv
PERIOD LENGTH YRS .420  .000
PRECIPITATION M .530  .200
EVAPORATION M .900  .300
INCREASE IN STORAGE M .000  .000
TRIBUTARY DRAINAGE AREAS AND FLOMWS:
ID TYPE SEG NAME DRAINAGE AREA  MEAN FLOW C
KM2 HM3/YR
1 4 7 ARKANSAS OUTFLOW  162804.000  10556.000
2 1 1 ARKANSAS INFLOW  123625.000 6770.000
3 1 1 HELLROARING 27.700 10.000
4 1 4 CIMARRON 34929.000 2572.000
5 1 4 LAGOON 123.000 37.000
6 1 1 UNGAUGED-SEG 1 600.000 216.000
7 1 2 UNGAUGED-SEG 2 400.000 143.000
8 1 & UNGAUGED-SEG 4 2440.000 736.000
9 1 5 UNGAUGED-SEG 5 150.000 45.000
10 1 6 UNGAUGED-SEG 6 400.000 120.000
11 3 1 CLEVELAND STPS .000 1.000
12 3 4 CIMARRON STPS .000 1.000
13 3 6 MANNFORD STP .000 1.000
TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
1D CONSERV TOTAL P TOTAL N ORTHO P
1 .0/ .00 109.0/ .04 1464.0/ .10  86.0/ .10
2 .0/ .00 570.0/ .20 2467.0/ .15 158.0/ .09
3 .0/ .00  72.0/ .22 1639.0/ .06  12.0/ .09
4 .0/ .00 364.0/ .11 1884.0/ .09 133.0/ .07
5 .0/ .00 150.0/ .19 1940.0/ .06  22.0/ .16
3 .0/ .00 72.0/ .30 1639.0/ .30  12.0/ .30
7 .0/ .00 72.0/ .30 1639.0/ .30  12.0/ .30
8 .0/ .00 150.0/ .30 1940.0/ .30  22.0/ .30
9 .0/ .00 150.0/ .30 1940.0/ .30  22.0/ .30

Chapter 4 BATHTUB

0 NOT COMPUTED

v
|

LY
S
V OF MEAN FLOW
.100
.100
.100
.100
.100
.200
.200
.200
.200
.200
.200
.200
.200
INORG N
771.07 .33
500.0/ .30
268.0/ .06
285.0/ .17
431.0/ .13
268.0/ .30
268.0/ .30
431.0/ .30
431.0/ .30
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10 .0/ .00 150.0/ .30 1940.0/ .30 22.0/ .30 431.0/ .30

11 .0/ .00 4535.0/ .00 13605.0/ .00 4535.0/ .00 13605.0/ .00
12 .0/ .00 14261.0/ .00 38456.0/ .00 14261.0/ .00 38456.0/ .00
13 .0/ .00 1135.0/ .00 3400.0/ .00 1135.0/ .00 3400.0/ .00
MODEL SEGMENTS & CALIBRATION FACTORS:
----------- CALIBRATION FACTORS -----------
SEG QUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DIsp
1 2 1 ARKANSAS UPPER 1.00 1.00 1.00 1.00 1.00 1.000
cv: .000 .000 .000 .000 .00 000
2 3 1 ARKANSAS MID 1.00 1.00 1.00 1.00 1.00  1.000
cv: .000 .000 .000 .000 .00 .000
3 7 1 ARKANSAS LOWER  1.00 1.00 1.00 1.00 1.00  1.000
cv: .000 .000 .000 .000 .00 .000
4 5 1 CIMARRON UPPER 1.00 1.00 1.00 1.00 1.00 1.000
cv: .000 .000 .000 .00C .00O 000
5 6 1 CIMARRON MID 1.00 1.00 1.00 1.00 1.00  1.000
cv: .000 .000 .000 .000 .00 .000
6 7 1 CIMARRON LOWER  1.00 1.00 1.00 1.00 1.00  1.000
cv: .000 .000 .000 .000 .000 .000
7 0 1 DAM AREA 1.00 1.00 1.00 1.00 1.00  1.000
cv: .000 .000 .000 .000 .000 .000
SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA  ZMEAN ZMIX ZHYP
ID LABEL KM KM2 M M M
1 ARKANSAS UPPER  15.00  8.4000 1.20 1.20/ .12 .00/ .00
2 ARKANSAS MID  15.00 25.2000 7.17 5.75/ .12 .00/ .00
3 ARKANSAS LOWER 15.00 25.2000 8.77 6.37/ .12 .00/ .00
4 CIWARRON UPPER  15.00  8.4000 2.59 2.59/ .12 .00/ .00
5 CIMARRON MID  15.00 12.6000 7.17 5.75/ .12 .00/ .00
6 CIMARRON LOWER  15.00 21.0000 10.46 6.89/ .12 .00/ .00
7 DAM AREA 4.00  8.4000 13.05 7.45/ .12 .00/ .00
SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP  HODV  MODV
1/M  ---  MG/M3 MG/M3 MG/M3 M MG/M3 MG/M3 MG/M3-D MG/M3-D
1MN: 3.45 .0 367.0 1575.0 62.0 .2 856.0 250.0 .0 .0
cv: .39 .00 .09 .15 .62 .19 .16 .16 .00 .00
2m: 260 .0 .0 0 0 .0 .0 .0 .0 .0
c: .40 .00 .00 .00 .00 .00 .00 .00 .00 .00
3MN: 243 .0 149.01303.0 2.8 .4 523.0 480 .0 .0
cv: .31 .00 .1 .06 .48 .30 .09 .22 .00 .00
4WN: 4.41 .0 234.01077.0 23.7 .2 700.0 148.0 .0 .0
cv: .66 .00 .11 .12 .53 .58 .06 .2 .00 .00
5MN: 232 .0 130.01099.0 7.2 .4 573.0 51.0 .0 .0
c: .25 .00 .5 .09 .61 .23 .05 .16 .00 .00
6MN: 1.45 .0 99.01079.0 8.7 .6 508.0 37.0 .0 .0
cv: .30 .00 .13 .10 .4k .25 .07 .15 .00 .00
7HN: 191 .0 145.01277.0 3.6 .5 453.0 34.0 .0 .0
cv: .30 .00 .18 .05 .57 .29 .02 .50 .00 .00

COEFFICIENT MEAN cv
DISPERSION FACTOR 1.000 .70
1

P DECAY RATE 000 45
N DECAY RATE 1.000 .55
CHL-A MODEL 1.000 .26
SECCHI MQDEL 1.000 .10
ORGANIC N MODEL 1.000 .12
TP-OP MODEL 1.000 .15
HODV MODEL 1.000 .15
MODV MODEL 1.000 .22
BETA MZ/MG .025 .00
MINIMUM Qs 4.000 .00
CHLA FLUSHING TE 1.000 .00
CHLOROPHYLL-A CV .620 .00

CASE NOTES:

e femmo Aok
Cpasnes uala
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The listing of input values can be used to check and/or document the input
case file. The listing should be checked against original data sources to
identify any data-entry errors.

The listing is copied to a temporary disk file and a file viewing utility is
loaded. Function keys are identified at the bottom of the screen. The user can
scroll forward or backward through the output listing by using the keypad
arrows. The <Home> key moves to the top of the file. The <'End:- key moves
fo the bottom of the file. A Help screen related to the current output listing
can be viewed by pressing <‘F1>. The listing can be saved in a permanent
disk file by pressing <F8:-. Pressing <Esc> returns to the main menu. A
short summary of segment morphometric features can be viewed by selecting

Case/Morpho:
BATHTUB - VERSION 5.4
Case Run List Plot utilities Help Quit
Edit Models Read Save New Change List Morpho

Segment Area Zmean Length Volume Width L/W
km2 m km hm3 km -
1 ARKANSAS UPPER 8.40 1.20 15.00 10.1 56 26.79
2 ARKANSAS MID 25.20 7.17 15.00 180.7 1. 8.93
3 ARKANSAS LOWER 25.20 8.77 15.00 221.0 1.68 8.93
4 CIMARRON UPPER 8.40 2.59 15.00 21.8 .56 26.79
5 CIMARRON MID 12.60 7.17 15.00 90.3 .84 17.86
6 CIMARRON LOWER 21.00 10.46 15.00 219.7 1.40 10.71
7 DAM AREA 8.40 13.05 4.00 109.6 2.10 1.90
Total Area = 109.20 km2
Total Volume = 853.15 hm3
Mean Depth = 7.81 m

This procedure summarizes input morphometric data for each segment. Aver-
age segment width is calculated as the ratio of surface area to segment length.
Total surface area, volume, and mean depth are also listed. The model can be
executed with a full error analysis by selecting Run/ModelVAll:

BATHTUB - VERSION 5.4

Case Run List Plot Utilities Help Quit
Modet Sensitivity
NoError Inputs Model ALl

[y W Y- atn v PO Y . as I n
ETTOr ANalysis = ALL INPpUL variables anag mouctL raiancicis

CHECKING INPUT VALUES...

INPUTS seem OK...
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If input data errors are encountered or the mass-balance equations cannot be
solved, error messages are listed here and control returns to the main menu.
Otherwise, the error analysis proceeds:

WAIT
ERROR ANALYSIS - SOLUTION AT ITERATION: 1696
TESTING X 16447 1696 ITERATIONS = 1
ALinae mrsinsndotisere the o pasrse minemtiscic mriatmnl] wotsimiac fm tha s s i s A
Ajier compieiing ine error andatysis, COniroi returns o ine main menu. A
CARA AT Drsnnnssdadl sunncaorsevn ey tlan lrsivonuw suinlh 2 . £ elan
@ Imey CU. e iower

rNUtinoe Nan ;ll) 77 . j 2 crvoonc rangd rnmmont Ny
T ULV Y VU UV ULV OOCW UV Ve WY 1 COUD ull.lu DT COTEd I VUITMITEC T O Jlll
,,l.f nrocedures are oiven ]‘IIJ na) A PN coroens are nnt renoo I)li
LA88 proceaures are given below. Menu screens are not repealed.
D A T UuUuTII D - venpeIinu £ /2
A 1RV VP YEROIUN J.%
Case Run List Plot Utilities Help Quit
Hydraul Balances Compar Diagnos Profiles Flownet Table Short

List Model Output

Procedure: List / Hydraul

HYDRAULIC AND DISPERSION PARAMETERS:

NET RESIDENCE OVERFLOW MEAN ----DISPERSION----- EXCHANGE

INFLOW TIME RATE VELOCITY ESTIMATED  NUMERIC RATE

SEG OUT HM3/YR YRS M/YR KM/YR KMZ2/YR KM2/YR HM3/YR
1 2 6989.60 .00144 832.1 10401.2 279864. 78009. 9043.

2 3 7110.40 .02541 282.2 590.3 31846. 4427. 22018.

3 7 7088.20 .03118 281.3 481.1 21914. 3608. 17981.
4 5 3338.60 .00652 397.5 2301.8 32455. 17264 . 1469.

5 6 3372.50 .02679 267.7 560.0 7552. 4200. 1346.
6 7 3475.00 .06321 165.5 237.3 6474, 1780. 4582.
7 0 10555.80 .01038 1256.6 385.2 19633. 770. 0.

upstream se g,,ven.ts ¥ nreczmtat n) minus evaporation. Dispersion and
exchange rates are calculated accordmg fo the specified dispersion model (see
Table 4.2). Numeric dispersion rates are subtracted, from estimated dispersion
rates before calculating exchange flows. Model segmentation should be
designed so that estimated dispersion exceeds numeric dispersion in each seg-
ment. Numeric dispersion rates can be reduced by decreasing segment
lengths. The exchange rate represents the diffusive exchange between each

segment (SEG) and its downstream segment (OUT).

Procedure: List / Balances / Gross

CASE: Keystone Reserveir, Oklahoma
GROSS WATER BALANCE:
DRAINAGE AREA ---- FLOW (HM3/YR) ---- RUNOFF
ID T LOCATION KM2 MEAN VARIANCE cv M/YR
1 & ARKANSAS OUTFLOW 162804 .000 10556.000 .111E+07 .100 .065
2 1 ARKANSAS INFLOMW 123625.000 6770.000 .458E+06 .100 055
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3 1 HELLROARING 27.700 10.000 .100E+01 .100 .361
4 1 CIMARROM 34929.000  2572.000 .662E+05 .100 .074
S 1 LAGOON 123.000 37.000 .137E+02 .100 .301
6 1 UNGAUGED-SEG 1 600.000 216.000 .187E+04 .200 .360
7 1 UNGAUGED-SEG 2 400.000 143.000 .818E+03 .200 .357
8 1 UNGAUGED-SEG 4 2440.000 736.000 .217E+05 .200 .302
9 1 UNGAUGED-SEG 5 150.000 45.000 .B10E+02 .200 .300
10 1 UNGAUGED-SEG 6 400.000 120.000 .576E+03 .200 .300
11 3 CLEVELAND STPS .000 1.000 .400E-01 .200 .000
12 3 CIMARRON STPS .000 1.000 .400E-01 .200 .000
13 3 MANNFORD STP .000 1.000 .400E-01 .200 .000
PRECIPITATION 109.200 137.800 .760E+03 .200 1.262
TRIBUTARY INFLOW 325389.400  10649.000 .550E+06 .070 .033
POINT-SOURCE INFLOW .000 3.000 .120E+00 .115 .000
***TOTAL INFLOW 325498.600  10789.800 .550E+06 .069 .033
GAUGED OUTFLOW 162804.000  10556.000 .111E+07 .100 .065
ADVECTIVE OUTFLOW 162694 .600 -.201 .167E+07 9.990 .000
***TOTAL OUTFLOW 325498.600  10555.800 .5SSE+06 .071 .032
***EVAPORAT ION .000 234.000 .493E+04 .300 .000

----- LOADING ---- --- VARIANCE --- CONC EXPORT
ID T LOCATION KG/YR  %(I) KG/YR**2 %(I) CV MG/M3 KG/KM2
1 4 ARKANSAS OUTFLOW  1400865.0 31.4 .132E+12 40.9 .259 132.7 8.6
2 1 ARKANSAS INFLOW  3337881.0 74.8 .3056+12 94.9 .166 493.0  27.0
3 1 HELLROARING 469.2 .0 .755E+04 .0 .185 45,9 189
4 1 CIMARRON 969155.3  21.7 .158E+11 4.9 .130 376.8  27.7
5 1 LAGOON 3402.5 1 .475E+06 .0 .203  92.0 27.7
6 1 UNGAUGED-SEG 1 10134.7 2 .134E+08 .0 .34 46,9 16.9
7 1 UNGAUGED-SEG 2 6709.6 .2 .585E+07 .0 361 46,9 16.8
8 1 UNGAUGED-SEG 4 67682.6 1.5 .596E+09 .2 361 92,0 27.7
9 1 UNGAUGED-SEG 5 4138.2 1 .223e+07 .0 361 92.0 27.6
10 1 UNGAUGED-SEG 6 11035.2 2 .158£+08 .0 361 92.0 27.6
11 3 CLEVELAND STPS 10249. 1 2 .420E+07 .0 .200 10249.1 .0
12 3 CIMARRON STPS 32229.9 7 .416E+08 .0 .200 32229.9 -0
13 3 MANNFORD STP 2565.1 1 .263E+06 .0 .200 2565.1 .0
PRECIPITATION 4242.4 .1 .450E+07 .0 .500 30.8 38.8
TRIBUTARY INFLOW 4410608.0 98.9 .322E+12 100.0 .129 414.2  13.6
POINT-SOURCE INFLOW 45044.1 1.0 .460E+08 .0 .151 15014.7 .G
***TOTAL INFLOW 4459894.0 100.0 .322E+12 100.0 .127 413.3  13.7
GAUGED OUTFLOW 1400865.0  31.4 .132E+12 40.9 .259 132.7 8.6
ADVECTIVE OUTFLOW -26.6 .8 L296E+11 9.2 9.99%  132.7 .0
***TOTAL OUTFLOW 1400839.0 31.4 1338412 41.2 .260 132.7 4.3
***RETENT ION 3059056.0 68.6 .275E412 85.6 .172 .0 .0
HYDRAULIC ~ ---------o--e- TOTAL P ===cceoomennne
OVERFLOW RESIDENCE POOL RESIDENCE TURMOVER RETENTION
RATE TIME CONC TIME RATIO COEF
M/YR YRS MG/M3 YRS - -
96.66 .0808 163.6 L0313 13,4246 6859
Tho nestme:f $rssar vt carmmasa vuimae ¢l s vtrse v d savoo ks el latiniaa Ao
11 vut ulJUIIIlu sarrirriadr léb.) LriC wulicr urid mrddy out iee cailcuLatLiory vver
tho sountiss mooowunis Docailte far tho Thatal N halanan ~amo nat chovinm Docssléc
IsC CrEbsr € rcovr vuir AINCIULLD JUI I LT UUL IY DUUiurice urc vt srivwri PAN Y ZY TN
are reviewed to ensure that an accurate water balance has been established
nnrf At o 1]rnlnnap Arenc hﬂ\h’ 20N 00NN (’I] fnr ’11) ‘nro nrocroodino tn
and that all drainage areas have been accounted for before proceeding to
subseauent m ino stens e outnut includes a mean variance and CV for
subsequent modeling steps. The output includes a mean, variance, and CV fo
each water and mass balance term. In the case of the mass balance, loading
means and variances are al'o expres sed as nerc.ent, ges of the total mﬂ, w

Ioadmg and error sources. The variance dzsrrzbutton can be used to prtorztlze
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Sfuture data collection efforts by keying on the major sources of error (e.g., by
increasing sampling frequencies).

The tables also include hydrologic summary statistics (surface overflow rate
and hydraulic residence time) and mass balance statistics (mass residence
time, turnover ratio, and retention coefficient). As discussed above, the mass
residence time and turnover ratio are used in selecting an appropriate averag-
ing period for water and mass balance calculations.

[n the case of the Keystone phosphorus balance, the turnover ratio is 13.4,
which means that phosphorus stored in the water column was displaced
esnsmmsnressas vtndis 12D A ¢3nna Aessisnce #lan & smamsntle hnlianns svnsmind hvoonAd s13mmin
UPPTUAITIALELY 10,9 LHTICY UUTLITLE e J=IT i odiunce period odseu upori
nhonwind nanl mbhacnbhario nnnpputuntinnne Thioc io 2 »olativinlh fravnvahls vAatin
uoser Vﬁull Ulp O priur u URILCritrutioryy. 1rid iy ureiudtd Cl JuVU Uuoic ruiLio
frm oo halrnos smandoling hornmsien it indin~toc that nanl niutriont louvunle Arp
JUI sy vuiurice lnuuuuus UCLUUOC s trisiLic) irivit [lUUl TEULT ETTLEL LE VO LD WU C
not likely to reflect loading conditions experienced prior to the mass balance
period. As discussed above, a turnover ratio of 2 or more is desirable for
modelino nurnoses
modeling purposes
Dracradiiras 1 iat f Dalamcras 7 Natailad
FIULCUUIC. LIDL /J DAGQLaGiiLeEd ;J vElai LSy
SEGMENT BALANCE BASED UPON ESTIMATED CONCENTRATIONS
COMPONENT: TOTAL P SEGMENT: 3 ARKANSAS LOWER
--- FLOW --- --- LOAD --- CONC
ID T LOCATION HM3/YR % KG/YR % MG/M3
PRECIPITATION 31.80 979.0 R 30.8
ADVECTIVE INFLOMW 7110.40 1366361.0  73.5 192.2
NET DIFFUSIVE INFLOW .00 492427.5 26.5 .0
**TOTAL INFLOW 7142.20 1859768.0 100.0 260.4
ADVECTIVE OUTFLOW 7088.20 1085383.0 58.4 153.1
***TOTAL OUTFLOMW 7088.20 1085383.0 58.4 153.1
***EVAPORATION 54.00 0 .0 .0
***RETENTION .00 774385.1  41.6 .0
RESID. TIME =  .031 YRS, OVERFLOW 281.3 M/YR, DEPTH = 8.8 M
SEGMENT BALANCE BASED UPON ESTIMATED CONCENTRATIONS
COMPONENT: TOTAL N SEGMENT: 3 ARKANSAS LOWER
--- FLOW --- --- LOAD --- CONC
ID T LOCATION HM3/YR % KG/YR % MG/M3
PRECIPITATION 31.80 4 24822.0 .2 780.6
ADVECTIVE INFLOW 7110.40  99.6 9592980.0 92.2 1349.1
NET DIFFUSIVE INFLOW .00 .0 791456.0 7.6 .0
*&%TOTAL INFLOW 7142.20 100.0 10409260.0 100.0 1457.4
ADVECTIVE OUTFLOW 7088.20 99.2 8937663.0 85.9 1260.9
*#**TOTAL OUTFLOW 7088.20 99.2 8937663.0 85.9 1260.9
***EVAPORAT ION 54.00 .8 .0 .0 .0
***RETENTION .00 .0 1471595.0  14.1 .0
RESID. TIME =  .031 YRS, OVERFLOW RATE = 281.3 M/YR, DEPTH = 8.8
This output format presents detailed water and mass balances by segment.
Resulis are shown only for Segment 3. The summary includes flow, load, and
mean concentration for each external source, discharge, and computed sum-
210 vaens $rpzae Tl csizassie ~sers $nmsmaa ssenteidn isatnssn ]l tusnodpnue foattspilaitond ¢t ~dvpn
mar errrt. 1rnic durruanar y ermy riciude riierridi i tJU S (Uiriovuled U uuvee-
tinm ~mund ovohanos woith moicghhaving coomopnto) no wunll re ovtornal jnniite
LIt uri ca.unuusp wiiri u,tguuur [14 5 o2C l’lblth)/ Ud WCLL UD CALICTIIUL Lriputy,
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outflows, and retention. The advective outflow term for each segment is

derived from the flow balance.

STORAGE

INCREASE  ADVECT

--- OUTFLOWS --- DOWNSTR

DISCH EXCHANGE

. 700E+04

.143E+03
000E+00

1

2

3 .000E+0

4 .335E+04
5 .450E+02
6 .121E+03
7

. 106E+02

-318E+02
318E+02

ediOn”

-106E+02

-159E+02
265E+02

-106E+02

.000E+00
699E+04
L7VIEROL
.000E+00
.334E+04
L337E+04
. 106E+05

.000E+00 .699E+04

.000E+00 .711E+04
000E+00 ,709E+04

svvVURTY v VFTCTV

.000E+00 .334E+04
.000E+00 .337E+04
000E+00 .348E+04

.000E+00-.201E+00

.000E+00 .904E+04

.000E+00 .220E+05
000E+00 . 180E+05

e VVVETUV [Re it =3

.000E+00 .147E+04

.000E+00 .135E+04 .
LLS8E+04 450

.000E+00

.106E+05 .000E+00 .

. 180E+02

.540E+02
.SLOE+02

. 180E+02

FLOWS---- NET

DISCH EXCHANGE

NET
RETENT

1 .336E+07
2 .671E+04
3 .000E+00
4 .107E+07
5 .414E+04
6 .136E+05
7

.326E+03

L979E+03
.979€+03
.326E+03
-L90E+03
.816E+03
.326E+03

.000E+00
L216E+07

.137E+07
.000E+00
- 779E+06
.517E+06
.145E+07

.000E+00
000E+00

.000E+00 .109E+07
.000E+00 .779E+06
-000E+00 _517E+06
.000E+00 .364E+06

.000E+00- . 266E+02

.216E+07
.137E+07

.000E+00- . 106E+07
.000E+00 _196E+06

.000E+00 .492E+06
.000E+00- . 117E+06
.000E+0Q _518E+05
.000E+00 .193E+06

.115E+07 .239E+06

. 144E+06
.997E+06
TT4E+06
ATTE+06
.318E+06
.361E+06
.539E+06

INFLOWS
ATMOSP

: TOTAL N

>T INCREASE

STORAGE ---- OUTFLOWS---- NET

ADVECT

DISCH EXCHANGE

BASED UPON ESTIMATED CONCS:

NET
RETENT

1 .128e+08
2 .169E+06
3 .000E+00
4 .4L64E+07
5 .668E+05
6
7

. 183E+06
.000E+00

.827E+04
«248E+05
. 248E+05
.82TE+04
. 124E+05
.207E+05
.827E+04

.000£+00
-109E+08
.959E+07

.000E+00
L31E+07

.394E+07
.127E+08

.000E+00 .109E+08 .

.000E+00 .959E+07
.000E+00 .894E+07
.000E+00 .431E+07
-000E+00 _394LE+07
.000E+00 .374E+07
.000E+00- .240E+03

.000E+00 .791E+06
.000E+00- . 183E+06
-000E+00 .611E+05
.000E+00 .670E+06
.155E+08 .603E+06-

7 .102E+06

5 .138E+07

.147E+07
.152E+06
-516E+06
.107E+07
.216E+07

This is a condensed version of the water and mass balances by segment. Sum-
mary terms are presented in tables that depict the routing of water and nutri-

ent mass through the reservoir segments. Inflow terms include external

watershed loadings, atmospheric loadings, and advection from upstream seg-
ments. Outflow terms include advection to downstream segments and speci-
fied withdrawals or discharges. The water balance also inciudes storage,

evaporation, and gross diffusive exchange with downstream segments,

almougn the latter is not a]actor in the water balance calculation because it
OCCUFs in DOII‘I atrecnons lﬂe mdass oaiance iaoies al, YO iﬁClua
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retention, and net exchange with adjacent (upstream and downstream)
segments. In the mass balances, the net exchange term is formulated as an
input (i.e., it will be positive or negative), depending upon whether dispersion
causes net transport of mass into or out of the segment, respectively.

Note that the advective outflow from each segment is calculated from the
water balance. If the computed advective outflow from any segment (except
those segments that discharge out of the system) is less than zero, the water
and balances are satisfied by backflow from downstream segments (i.e., the
direction of the advective flow at the corresponding segment interface is
reversed). This might occur, for exampie for a segment in which the evapo-

ration rate exceeds the sum of external inflow and precipitation. The program
" _ Ve I8

Lo TV . al s o Trar . L. L.t 21 —~ e LS E S [ QP PSS Sy S
nanaiey iy condii nDyreebm ine jiow dairectio voLutions io waier-
Loadsnns sad saamoc boalsann nrss:imtinsac nrasantd bhn ~latadennd i€ 8lars snnt sasvbrae
DAIUnce und mudd-odidnce cqualiony cannui ve ooidwnica iy ine rniet waier
indlniis s tho nirtismn mocpwsnin fowime A inndlavoe L nuoaninifatinm _ pu~annw~atinm) io
4 re rescer roaurm J l’yl wy T [l CLpLiutLiort = cv Ur Ui Ly iy

In the last (near-dam) segment, the advective outflow term of the water bal-
ance table represents the cumulative water balance error if the reservoir dis-
charge rate is specified. In the Keystone example, a residual water balance
error of -0.2 hm’/vear is indicated. Since this is small relative to the gauged

outﬂow (10,556 hm’/ year), the impact on the water and nutrient balance cal-
culations is neglzgzble. This water balance has been achieved by adjusting

[flow rates specified for ungauged drainage areas.

Procedure: List / Compar

-
-

-

TATISTICS COMPARE OBSERVED AND PREDICTED MEANS
G THE FOLLOWING ERROR TERNS

THE FOLLOWING ERROR TERMS:
OBSERVED WATER QUALITY ERROR ONLY
ERROR TYPICAL OF MODEL DEVELOPMENT DATA SET

OBSERVED AND PREDICTED ERROR

WIN -
nan

SEGMENT: 1 ARKANSAS UPPER

OBSERVED ESTIMATED T STATISTICS
VARIABLE MEAN CV MEAN CV RATIO 1 2 3
TOTAL P MG/M3  367.0 .09 308.9 .25 1.19 1.91 .64 .64
TOTAL N MG/M3 1575.0 .15 1554.3 .19 1.01 .09 .06 .05
C.NUTRIENT MG/M3  113.0 .14 109.4 .20 1.03 .26 .16 .13
CHL-A MG/M3  62.0 .62 40.1 .36 1.55 .70 1.26 .61
SECCHI M 219 2 .29 .89 -.61  -.41  -.34
ORGANIC N MG/M3 856.0 .14 1331.3 .25 .64 -3.15 -1.77 -1.53
TP-ORTHO-P MG/M3 250.0 .16 149.1 .25 1.68 3.23 1.41 1.73

etc.. for segments 2-6
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SEGMENT: 7 DAM AREA

OBSERVED ESTIMATED T STATISTICS
VARIABLE MEAN cv MEAN CV  RATIO 1 2 3
TOTAL P MG/M3  145.0 .18 132.7 .24 1.09 49 .33 .30
TOTAL N MG/M3 1277.0 .05 1196.9 .17 1.07  1.30 .29 .37
C.NUTRIENT MG/M3 78.8 .10 72.9 .16 1.08 7 .39 .42

CHL-A MG/M3 3.6 .57 5.5 .38 .65 -.74 -1.23 -.62
SECCHI M S50 .29 S5 .28 1.02 .08 .08 .06
ORGANIC N MG/M3  453.0 .02 426.2 .16 1.06 3.04 .24 .39
TP-ORTHO-P MG/M3 34.0 .50 51.0 .28 67 -.81 -1 -7

SEGMENT: 8 AREA-WTD MEAN

OBSERVED ESTIMATED T STATISTICS
VARIABLE MEAN cv MEAN CV  RATIO 1 2 3
TOTAL P MG/M3  163.6 .13  169.5 .17 97 -.28 -.13 -.16
TOTAL N MG/M3 1218.4 .09 1255.2 .14 97 -.33 -.14  -.18
C.NUTRIENT MG/M3 76.1 .1 80.1 .13 95 -.47 -.25 -.30
CHL-A MG/M3 13.0 .56 9.6 .29 1.35 .53 .87 47
SECCHI M 4 .28 4 16 1.03 .10 .10 .09

ORGANIC N MG/M3 570.8 .08 562.1 .16 1.02 .20 .06 .08
TP-ORTHO-P MG/M3 74.5 .20 7.3 .20 1.04 .21 .12 .15

This format compares observed and predicted water quality conditions in each
model segment. It can be used to test model applicability to reservoirs with
adequate water quality monitoring data. Area-weighted means across all res-
ervoir segments are also calculated and compared. T-statistics compare
observed and predicted means on logarithmic scales using three alternative
measures of error:

a. The first test considers error in the observed value only, as specified in
Input Group 10. If the absolute value of the T(1) is less than 2.0, the
observed mean is not significantly different from the predicted mean at
the 95-percent confidence level, given the precision in the observed
mean value, which reflects variability in the monitoring data and sam-
pling program design.

b. The second test (supplementary to the third) compares the error with
the standard error estimated from the model development data set and
is independent of the observed and estimated CVs.

c. The third test considers observed and predicted CVs for each case,
variable, and segment. If the absolute value of T(3) exceeds 2, the
difference between the observed and predicted means is greater than
expected (at the 95-percent confidence level), given potential errors in
the observed water quality data, model input data, and inherent model
errors.

Since deviations would be expected to occur by chance in 5 percent of the tests
applied to reservoirs conforming to the models, results of the T-tests should be
interpreted cautiously. Error terms used in calculating T(2) and T(3) have
been calibrated for predicting area-weighted mean conditions; observed
versus predicted deviations may be greater for station-mean or segment-mean
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values. In calculating the CVs for area-weighted mean observed conditions,
the program attributes the major source of error to temporal variance and
assumes that the errors are correlated across stations. Note that comparisons
of area-weighted mean conditions are to be accurate only if sampling stations
are distributed throughout the reservoir. If data sets do not provide adequate
spatial coverage, the observed/predicted comparisons must be based upon
data from individual segments with sufficient data.

Procedure: List / Diagnos

CASE: Keystone Reservoir, Oklahoma

ABLES
TA SET
--- RANKS (%) ----
OBSERVED ESTIMATED
89.1 87.1
64 60.9
83 81.
10 24
15 14.
46 41,
55 7
58 63.
2.
12 13.
8 12.
o0 90.
97 97.
97 97
3.

OBSERVED AND PREDICTED DIAGNOSTIC VA
RANKED AGAINST CE MODEL DEVELOPMENT
SEGHMENT: 7 DAM AREA

----- VALUES -----
VARIABLE OBSERVED ESTIMATED
TOTAL P MG/M3 145.00 132.7
TOTAL N MG/M3  1277.00 1196.90
C.NUTRIENT MG/M3 78.83 72.90
CHL-A MG/M3 3.60 5.50
SECCHI M .50 .49
ORGANIC N MG/M3 453.00 426,24
TP-ORTHO-P MG/M3 34.00 50.96
ANTILOG PC-1 323.73 387.01
ANTILOG PC-2 1.66 2.21
(N-150) / P 7.77 7.89
INORGANIC N / P 7.42 9.43
TURBIDITY /™ 1.91 1.9
ZMIX * TURBIDITY 14.23 14.23
ZMIX / SECCHI 14.90 15.25
CHL-A * SECCHI 1.80 2.69
CHL-A / TOTAL P .02 .04
FREQ(CHL-a2>10) % 2.51 10.13
FREQ(CHL-5>20) % .1 .84
FREQ(CHL-a>30) % .01 12
FREQ(CHL-a>40) % .00 .02
FREQ(CHL -2>50) % .00 .0
FREQ(CHL-a>60) % .00 .00
CARLSON TSI-P 75.91 74 .64
CARLSON TSI-CHLA 43,17 47.32
CARLSON TSI-SEC 69.99 70.33

This format lists observed values, estimated values, and error ratios and ranks
them against the model development data set. Approximate rankings are com-
puted from the geometric mean and geometric standard deviation of area-
weighted mean observed values in the model development data set assuming a
log-normal distribution. The variable list includes the basic network variables
plus nine composite variables that are useful for diagnostic purposes. Diag-
nostic variables are used to assess the relative importance of phosphorus,

nitrogen, and light as controlling factors, as outlined in Table 4.6.
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Procedure: List / Profiles

CASE: Keystone Reservoir, Oklahoma
PREDICTED CONCENTRATIONS:
VARIABLE SEGMENT--> 1 2
7 8
TOTAL P MG/M3 308.93 192.16 153.13
132.71 169.46
TOTAL N MG/M3  1554.32 1349.15 1260.92
1196.90  1255.19
C.NUTRIENT MG/M3 109.44 88.66 79.22
72.90 80.07
CHL-A MG/M3 40.11 6.88 5.96
5.50 9.65
SECCH!I M .22 .36
49 .41
ORGANIC N MG/M3  1331.32 509.55 475.98
426.24 562.13
TP-ORTHO-P MG/M3 149.06 69.76 64.11
50.96 71.34

1167.48
74.21
6.93
.40
489.75
63.22

1077.22
62.20
6.92
.62
423.97

42.57

This is a short summary of predicted concentrations in each model segment.

Procedure: List / Flownet

SEGMENT NETWORK: FLOWS IN

dedekedekdekkkkkkkkk SEGMENT :

PRECIP AND EVAPORATION:
EXTERNAL INFLOW:
EXTERNAL INFLOW:
EXTERNAL INFLOW:
EXTERNAL INFLOW: 1

DISCHARGE TO SEGMENT:

dkdkkkhkkkkkk ks SEGMENT :

PRECIP AND EVAPORATION:
INFLOW FROM SEGMENT:
EXTERNAL [INFLOW:
DISCHARGE TO SEGMENT:

KRRk hhhkkhh ki ik SEGMENT:

PRECIP AND EVAPORATION:
INFLOW FROM SEGMENT:
DISCHARGE TO SEGMENT:

et dedede ke e e ek ke ok ke SEGMENT:

PRECIP AND EVAPORATION:
EXTERNAL INFLOW:
EXTERNAL INFLOW:
EXTERNAL INFLOW:
EXTERNAL INFLOW: 1

DISCHARGE TO SEGMENT:

KRk RRRRRAANARAX SEGMENT :

PRECIP AND EVAPORATION:
INFLOW FROM SEGMENT:
EXTERNAL INFLOW:
DISCHARGE TO SEGMENT:

dedevededededede dedede e de e ke SEGMENT:

PRECIP AND EVAPORATION:
INFLOW FROM SEGMENT:
EXTERNAL INFLOW: 1
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HM3/YR
1 ARKANSAS UPPER

2 ARKANSAS INFLOW
3 HELLROARING

6 UNGAUGED-SEG 1
1 CLEVELAND STPS
2 ARKANSAS MID

2 ARKANSAS MID

1 ARKANSAS UPPER
7 UNGAUGED-SEG 2
3 ARKANSAS LOWER
3 ARKANSAS LOWER

ARKANSAS MID
DAM AREA

~N N

4 CIMARRON UPPER

CIMARRON
LAGOON
UNGAUGED-SEG 4
CIMARRON STPS
CIMARRON MID

vin oo

w

CIMARRON MID

CIMARRON UPPER
UNGAUGED-SEG 5
CIMARRON LOWER

o L=~

CIMARRON LOWER

5 CIMARRON MID
0 UNGAUGED-SEG 6

INFLOW
10.60
6770.00
10.00
216.00
1.00

INFLOW
31.80
6989.60
143.00

INFLOW
31.80
7110.40

INFLOW
10.60
2572.00
37.00
736.00
1.00

INFLOW
15.90
3338.60
45.00

INFLOW
26.50
3372.50
120.00

OUTFLOW
18.00

6989.60
QUTFLOW

54.00
7110.40

OUTFLOW
54.00

7088.20

OUTFLOW
18.00

3338.60
OUTFLOW

27.00
3372.50

OUTFLOW
45.00

EXCHANGE

9043.10
EXCHANGE
9043.10
22018.01
EXCHANGE

22018.01
17980.92

EXCHANGE

1468.88
EXCHANGE
1468.88
1346.13
EXCHANGE

1346.13
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ERNAL INFLOW

ne 'l'n QENMEAMT »
Ve 1V SLWICNG .«

X
R

nrerua
DER= 9l

KRRk hkh kb ek SECMENT:
DRDECID AMNDN EVADNDATINA -

TREWAT ANY VAT WURAT AVUN e

INFLOW FROM SEGMENT:
INFLOW FROM SEGMENT:

QLITEINL /7 LITTHNDALIAIL «
VVITLUR / Wil WRAWNL .

DISCHARGE OUT OF SYSTEM:

ARKANSAS LOWER
CIMARRON LOWER
A

DIAMCAC NIITEL NLI
RAANONS VUit LUN

1.00

3475.00

INFLOW OUTFLOW

10.60 18.00
7088.20
3475.00

10556.00

-.20

EXCHANGE

17980.92
4582.44

This format summarizes the water balance for each segment.
and exchange terms are listed. This i

(3

is helpful for checking se

linkage against schematic diagrams such as Figure 4.9.

Procedure: List / Table

CASE: Keystone Reservoir, Okiahoma

TOTAL P MG/M3

TOTALL N MG/M3

CHL-A MG/M3

SECCHI M

Segment TOTAL P TOTAL N CHL-A SECCHI
1 ARKANSAS UPPER 308.93 1554.32 40.11 .22
2 ARKANSAS MiD 192.16 1349.15 6.88 .36
3 ARKANSAS LOWER 153.13 1260.92 5.96 .39
4 CIMARRON UPPER 233.24 1291.77 13.60 .21
5 CIMARRON MID 153.42 1167.48 6.93 .40
6 CIMARRON LOWER 104.83 1077.22 6.92 .62
7 DAM AREA 132.71 1196.90 5.50 .49
8 AREA-WTD MEAN 169.46 1255.19 $.65 A

User selects variables to be
Values for Total P, Total N,

Procedure:

List / Short

Inflow, outflow,
ent/trtbutarv

included from a list of all predicted variables.
Chl a, and Secchi are selected in this example.

Keystone Reservoir, Oklahoma

T = 1 A
I = A

GHMEN
RVATIVE
- MG/

;(
»
(7
>
(7]
c
™
"]
2

[T
x C

L non a2

B

3
0D MA /a2
F mu/mo=
T

MG/M3=

o &
VMOWSsROUM N ma—mOm

EE—Y
S ChRON=WMHrOVO

,
Pl
[
£
”~
[
2
r
o;
K
'
¢
N
k)
i
0 -2 1

CEAMEMY o /2
SEUMENT =~ & U

: 4
1
CONSERVATIVE S
CHL-A MG/M3=
TP-ORTHO-P KG/M3=

C.NUTRIENT MG/M3=
(N - 150) 7/ P

rUL _A * QEAAUT =

cx
@ 3>
"n
22
£
c
)
]
22

s\womvo:o—-‘cnc\onn

ghd—l
(S 0 N S IF S W

CHL-A * SECCHI
INORGANIC N / P
FREQ(CHL-a>30) %=

EDEQAZCUL o as&NY Y=
TREwW\LAL"asuv ) -

CARLSON TSI-SEC

"
[+
N

TOTAL P MG/M3=

SECCHI M
HOD=V MG/M3-DAY

ANTILOG PC-1
ZMIX * TURBIDITY

~il A 2 TNTAI D
LALTA 7/ IVIAL F

FREQ(CHL-a>10)
FREQ(CHL-a>40)

rADI COA TQT_D
VARLOUN 190177

RN

TOTAL P MG/M3=
SECCHI M
HOD-V  MG/M3-DAY
ANTILOG PC-1

ZMIX * TURBIDITY
CHL-A / TOTAL P
FREQ(CHL-a>10) %=
FREQ(CHL-a>40) %=

CADI CNAM TQT_D
VARLOUN 191°F

oo ouwn

)

308.9 TOTAL N MG/M3= 1554.3
.2 ORGANIC N MG/M3= 1331.3

.0 MOD-V MG/M3-DAY= .0
3207.1 ANTILOG PC-2 = 5.7
4.1 ZMIX / SECCHI = 5.3

.1 TURBIDITY  1/M= 3.4
97.3 FREQ(CHL-a>20) %= 79.2
38.0 FREQ(CHL-a>50) %=  25.3
86.8 CARLSON TSI-CHLA=  66.8
233.2 TOTAL N MG/M3= 1291.8
.2 ORGANIC N MG/M3=  799.0

.0 MOD-V MG/M3-DAY= .0
1332.2 ANTILOG PC-2 = 2.5
11.4 ZMIX / SECCHI = 12.3
.1 TURBIDITY /M= 4.4
57.4 FREQ(CHL-2>20) %=  17.6
2.0 FREQ(CHL-a>50) %= .8
82.8 CARLSON TSI-CHLA=  56.2
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SEGMENT = 7 DAM AREA

CONSERVATIVE SUB= .0 TOTAL P MG/M3= 132.7 TOTAL N MG/M3= 1196.9
CHL-A MG/M3= 5.5 SECCHI = .5 ORGANIC N MG/M3= 426.2
TP-ORTHO-P MG/M3= 51.0 HOD-V MG/M3-DAY= .0 MOD-V MG/M3-DAY= .0
C.NUTRIENT MG/M3= 72.9 ANTILOG PC-1 = 387.0 ANTILOG PC-2 = 2.2
(N-150)/P = 7.9 ZMIX * TURBIDITY= 14.2 2ZMIX / SECCHI = 15.3
CHL-A * SECCHI = 2.7 CHL-A / TOTAL P = .0 TURBIDITY 1/M= 1.9
INORGANIC N / P = 9.4 FREQ(CHL-a>10) %= 10.1 FREQ(CHL-a>20) %= .8
FREQ(CHL-a>30) %= .1 FREQ(CHL-a>40) %= .0 FREQ(CHL-a>50) %= .0
FREQ(CHL-a>60) %= .0 CARLSON TSI-P = 74.6 CARLSON TSI-CHLA= 47.3
CARLSON TSI-SEC = 70.3
Procedure: Run / Sensitivity / Total P
PROFILE SENSITIVITY ANALYSIS FOR: TOTAL P
DECAY DISPERSION SEGMENT
FACTOR FACTOR 1 2 3 4 5 6 7 8
.50 .25 458.0 276.5 202.0 282.5 200.5 125.0 163.0 227.1
.50  1.00 339.2 239.6 203.2 259.6 193.8 148.8 181.8 213.2
.50 4.00 245.9 211.7 199.5 214.6 188.8 176.8 191.6 200.8
1.00 .25 439.0 219.6 144.6 257.0 157.1 86.3 111.8 180.9
1.00 1.00 308.9 192.2 153.1 233.2 153.4 104.8 132.7 169.5
1.00 4.00 207.1 167.5 153.8 181.3 148.2 131.4 145.7 157.6
2.00 .25 408.6 166.1 98.0 223.8 115.7 56.4 72.5 139.4
2.00 1.00 279.3 149.7 110.7 202.8 115.4 70.1 92.4 131.1
2.00 4.00 173.8 129.8 115.2 151.5 113.2 94.0 107.1 121.0
OBSERVED: 367.0 .0 149.0 234.0 130.0 99.0 145.0 163.6

This procedure tests the sensitivity analysis of predicted concentrations to
longitudinal dispersion and decay (sedimentation) rates. These are two major
factors controlling the prediction of spatial gradients in reservoirs. Disper-
sion rates are varied by a factor of 4, and decay rates, by a factor of 2, in
rough proportion to expected error magnitudes for nutrient sedimentation
options 1 or 2 and dispersion option 1 (Walker 1985). Generally, concentra-
tions tend to be more sensitive to dispersion in upper-pool segments, where
dispersion accounts for dilution of major inflows. Sensitivity to decay rate is
usually greater in near-dam segments, as compared with upper-pool segmenis.

Plot procedures compare observed and predicted concentrations in each
model segment. The Plot/Some procedure is demonstrated below:

BATHTUB - VERSION 5.4
Case - Run List plot Utilities Help Quit
Nutrients All Some Define

Plot Selected Variable(s)

SELECT VARIABLES TO BE PLOTTED
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VAR Y Anl 4
VARIADLE

CONSERVATIVE sus
TOTAL P MG/M3

TATAL A M 7A2

IVIAL N mu/ng
CHL A MG/M3
SECCHI M

ADAAMTA A Mo /U2
URUARIV N mu/ g

TP-ORTHO-P MG/M3
HOD-V  MG/M3-DAY

MAN_Lf  MA /MT_NAV
M~y MO/ I VAT

C.NUTRIENT MG/M3
ANTILOG PC-1

AMTYII AN DA_D
ANTILVG FLVT O

(N -150) / P
ZMIX * TURBIDITY

FMIV /7 cErrut
& 7 Seuvuni

AN
HL A * SECCHI
CHL A / TOTAL P
RBIDITY  1/M

7

=
S
4
Q
g
Q
[N

These variables are zaennﬂea in 1a

DY RS S o

le 4‘ 6. The list extends beiow i

pay J .1 A

- n 14
iai r, 10iai iv,
1)

5 e f A e e PUTEy «
ine cursor io cucrn jiciu unu ]lfbb.)lﬂg e “-op

VARIABLE
CONSERVATIVE SUB

* TOTAL P MG/M3
* TOTAL N MG/M3
* CHL A MG/M3
* SECCHI M

ORGANIC N MG/M3
TP-ORTHO-P MG/M3
HOD-V  MG/M3-DAY
MOD-V  MG/M3-DAY
C.NUTRIENT MG/M3
ANTILOG PC-1
ANTILOG PC-2

(N - 150) 7/ P
ZMIX * TURBIDITY
ZMIX / SECCHI
CHL A * SECCHI
CHL A / TOTAL P
TURBIDITY /M

PRESS <SPACE> TO SELECT(*) OR NO( ), <ENTER>=DONE, <a>= ALL, <n>=NONE

Plot format is selected from the following choices:

SELECT PLOT FORMAT

> O0BS, EST vs. SEGMENT
GBSERVEE VS. PREDICTED
OBS/PREDICTED RATIOS

ALL

5N
1
o
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The first format is selected for demonstration. This compares observed and
predicted concentrations by model segment. Solid symbols are mean values.
Vertical lines are mean <+ 1 standard error. Plots that follow are in the same
order as the selected variable list.

T™MTAL P /M2
L~

MEAN +/- 1 STANDARD ERROR
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=~ _neeand

-—
-

. —
-—.

g

o
=~ =
o]
0

= ESTIMATE x OBSERVED

2008 — — —
|
: |
0 ]
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Input files should be saved before quitting. Type ‘Y' or ‘y' to end session.
Type any other key to return to menu.

The following hypothetical cases illustrate BATHTUB applications to pre-
dict among-reservoir or within-reservoir (spatial or temporal) variations in
trophic-state indicators. Each case is described by (a) a basic data sheet
showing the segmentation scheme and essential input data and (b) a listing of
BATHTUB input file (defauit option and model settings exciuded). The foi-
fowing examples are presented:

o PPN

Case Segmen

1 Qingla racarvair enatially avaragad

1 SINgiC reéservoir, spauauy averagea

o) Qinola racarvair cnatially caomantad

ol uulsl\.a Ivowvl Yvii, Oy“tlml h’\islll\alltv“

3 Reservoir embavment. spatiallv seomented
eservolr emopayment, spatially segmented

4 Single reservoir, spatially averaged, multiple scenario
5 Collection of reservoirs, spatially averaged

These simple cases can be used for training purposes or as templates for creat-
ing real applications. An input file for each case is supplied with the program.
The following procedure is suggested:

a. Select application of interest from listings below.

b. Review basic data sheet.

¢. Review listing of BATHTUB input values.

.

Start program, read case data file, and execute model.

e. List and review model output.

Ve s L J R R LI R | Iy
J FI0t ODSCIved aild preaiciea variaoies
-~ LAt rnca Aaten nemd vasie tlhha cmandal $4 avaliinta aanaitisriber $a landicnaa A
14 LUl LAdT Udla dlly IChull UIT HIVUCL U ©vValuaiC >SUIDILVILY W vaulligs Ul
Athar inmiit naramatare Af intaract
VUil ulipuL Pala-lllClUlD Ul BILCI OO,
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Basic data sheet for Case 1

Single reservoir, spatially averaged

L= « IR,

[_T_r____r,

Mass Balance Period: 1 October 1979 - 1 October 1980

Stieam Monitoring Data:

Drainage Mean Flow-Weighted

Area Flow Total P Concentration

Stream __km’ hm’/yr ppb
A 380 1,014 60
B 100 300 167
c 50 150 167
D 570 1,430 (Not Measured)

Atmospheric total P load = 30 kg/km?-yr
Precipitation rate = 0.7 m/yr
tvaporation rate = 1.0 m/yr

Reservoir total volume = 704 hm’
Reservoir total surface area = 40 km’

Reservoir total length = 30 km
Reservoir surface elevation 1 Oct 1979 = 180.0 m
Reservoir surface elevation 1 Oct 1980 = 179.5 m
Observed pool water quality data: None
Listing of input values for Case 1
Single Reservoir, 1 Segment

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:

ATMOSPHERIC-LOADS  AVAILABILITY

VARIABLE KG/KM2-YR cv FACTOR

1 CONSERV .00 .00 .00

2 TOTAL P 30.00 .50 1.00

3 TOTAL N 1000.00 .50 .59

4 ORTHO P 15.00 .50 .00

5 INORG N 500.00 .50 .79
GLOBAL INPUT VALUES:

PARAMETER MEAN cv
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .000 .200
EVAPORATION M .000 .300
INCREASE IN STORAGE M .000 .000
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TRIBUTARY DRAINAGE AREAS AND FLOWS:
iD TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLO
KM2 HM3/YR
101 1 stream a 380.000 1014.000 .000
2 1 i1 stream b 100.000 300.000 .000
3 1 1 stream c 50.000 150.000 .000
4 4 1 outflow d 570.000 1430.000 .000
TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
1D CONSERV TOTAL P TOTAL N ORTHO P INORG N
] .0/ .00 66.0/ .00 .0/ .00 .0/ .00 .67 .00
2 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .07 .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .07 .00
4 .0/ .00 .07 .00 .0/ .00 .0/ .00 .07 .00
MODEL SEGMENTS & CALIBRATION FACTORS:
==--===---- CALIBRATION FACTORS ----======~
SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 0 1 single 1.00 1.00 1.00 1.00 1.00 1.000
Cv: 000 .006 .006 .000 .000 .000
SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP
ID LABEL KM KM2 M M M
1 single 30.00 40.0000 17.60 8.03/ .12 .00/ .00
SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP HODV oDV
/R === HG/M3 MG/M3 MG/M3 M MG/M3 MG/M3 MG/M3-D MG/M3-D
1 MN: .10 .0 .0 .0 .0 .0 .0 .0 .0 .0
Cv: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
CASE NOTES:
single reservoir
spatially averaged
Basic data sheet for Case 2
Single Reservoir, Spatially Segmented
C
L
v
' S
/
D

/:\_.

[«

i
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Segment Morphometry:

Surface Area Volume Length
Seament __km*  __hm’ —km
1l 2 Y9A n
Uwcl L] e v
Middle 16 256 0
Lower 16 384 10

Atmospheric total P load = 30 kg/km*-yr
Precipitation rate = 0.7 m/yr

Evaporation rate = 1.0 m/yr
Reservoir surface elevation 1 Oct 1979 = 180.0 m
Reservoir surface elevation 1 Oct 1980 = 179.5 m
Nhearvad nanl uatar sl ¢y datae Mana
Observed pool water quality data: None
Listing of input vaiues for Case 2
1 Recervoir 23 Seamentc
Reservoir, 3 Segments
ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS  AVAILABILITY
VARIABLE KG/KM2-YR cv FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
5 INORG N .00 .00 .00
GLOBAL INPUT VALUES:
PARAMETER MEAN cv
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .700 .000
EVAPORATION M 1.000 .000
INCREASE IN STORAGE M -.500 .000
TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW
KM2 HM3/YR
1 1 1 Stream A 380.000 1014.000 .000
2 1 2 Stream B 100.000 300.000 .000
3 i 3 Stream C 50.000 150.000 .000
4 4 3 Stream D 570.000 1430.000 .000
TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
1D CONSERV TOTAL P TOTAL N ORTHO P INORG N
1 .07 .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .07 .00 .0/ .00 .0/ .00
3 .0/ .00 167.0/ .00 -0/ .00 .07 .00 .0/ .00
4 .07 .00 .0/ .00 .0/ .00 .0/ .00 .0/ .00
MODEL SEGMENTS & CALIBRATION FACTORS:
----------- CALIBRATION FACTORS -----=------
SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 2 1 Upper Pool 1.00 1.00 1.00 1.00 1.00 1.000
Cv: .000 .000 .000 .000 .000 .000
3 i Mid Pool .00 1i.00 1.00 1.00 1.00 1.000
CvV: .000 .000 .000 .000 .000 .000
3 0 1 Near Dam 1.00 1.00 1.00 1.00 1.00 1.000
cv: .000 .000 .000 .000 .000 .000

SEGMENT MORPHOMETRY: MEAN/CV

LENGTH AREA ZMEAN ZMIX ZHYP
ID LABEL KM KM2 M M M
1 Upper Pool 10.00 8.0000 8.00 6.09/ .12 .00/ .00
2 Mid Pool 10.00 16.0000 16.00 7.87/ .12 .00/ .00
3 Near Dam 10.00 16.0000 24.00 8.35/ .12 .00/ .00
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SEGMENT OBSERVED WATER QUALITY:

SEG TURBID CONSER TOTALP TOTALN CHL-A SECCH
1/M  ---  MG/M3 MG/M3 MG/M3

i ORG-N TP-OP HODV  MODV
M MG/M3 MG/M3 MG/M3-D MG/M3-D
0 .0 .0 .0 .0
0
0

Q0

1 MN: .00 .0 .0 .0 .0 .
Cv: .00 .00 .00 .00 .00 .0 .00 .00 .00 .00
2 MN: .00 .0 .0 .0 .0 . .0 .0 .0 .0
Cv: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
3 MiN: .G0 .0 .0 .0 .0 .0 .0 .0 .0 .0
Cv: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
CASE NOTES:
single reservoir

\‘——-— (o)

s

Estimated diffusive exchange with main reservoir = 2,000 hm®/yr
Total P concentration in main reserveir = 15 mg/m’

Atmospheric total p load = 30 kg/km*-yr

Precipitation rate = 0.7 m/yr

Evaporation rate = 1.0 m/yr

Reservoir surface elevation 1 Oct 1979 = 180.0 m

Reserveoir surface elevation 1 Oct 1980 = 179.5 m

Observed pool water quality data: None

Segmented Res. Embayment

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:

ATMOSPHERIC-LOADS  AVAILABILITY

VARIABLE KG/KM2-YR cv FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
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4 ORTHO P .00 .00 .00
5 INORG N .00 .00 .00
GLOBAL INPUT VALUES:
PARAMETER MEAN cv
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .700 .000
EVAPORATION M 1.000 .000
INCREASE IN STORAGE M -.500 .000
TRIBUTARY DRAINAGE AREAS AND FLOUS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW
KM2 HM3/YR
101 1 Stream A 320,000 1014.000 .000
2 1 2 Stream B 100.000 300.000 .000
301 3 Stream C 50.000 150.000 .000
4 4 3 Stream D 570.000 1430.000 -000
5 6 3 Exchange .000 2000.000 .000
TRIBUTARY CONCEMNTRATIONS (PPB): MEAN/CV
1D CONSERV TOTAL P TOTAL N ORTHO P INORG N
1 .0/ .00 60.0/ .00 .0/ .00 .0/ .00 .0/ .00
2 .07 .00 167.0/ .00 .07 .00 .07 .00 .07 .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .07 .00
4 .07 .00 .0/ .00 .0/ .00 .07 .00 .0/ .00
5 .07 .00 15.0/ .00 .07 .00 .07 .00 .0/ .00
MODEL SEGMENTS & CALIBRATION FACTORS:
----------- CAL IBRATION FACTORS ------=-----
SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 2 i Upper Pool i.00 i.00 1i.00 1i.00 i.00 1.000
cv: .000 .000 .000 .000 .000 .000
2 3 1 Mid Pool 1.00 1.00 1.00 1.00 1t.00 1.000
cv: .000 .000 .000 .000 .000 .000
0 1 Near Dam 1.00 1.00 1.00 1.00 1.00 1.000
cvV: .000 .000 .000 .000 .000 .000
SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP
ID LABEL KM KM2 M M M
1 Upper Pool 10.00 8.0000 8.00 6.09/ .12 .00/ .00
2 Mid Pool 10.00 16.0000 16.00 7.87/ .12 .00/ .00
3 Near Dam i0.00 16.0000 24.00 8.35/ .12 .00/ .00
SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A SECCHI ORG-N TP-OP HODV  MODV
1/M --- MG/M3 MG/M3 MG/M3 M MG/M3 MG/M3 MG/M3-D MG/M3-D
1 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0
cv: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
2 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0
cv: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
3 MN: .00 .0 .0 .0 .0 .0 .0 .0 .0 .0
cv: .00 .00 .00 .00 .00 .00 .00 .00 .00 .00
CASE NOTES:

single reservoir embayment, spatially

Tributary #5 (TYPE CODE-6) is used to
downstream reservoir area.

Basic data sheet for Case 4

Singie reservoir, Spatiaily Averaged,

segmented

specify exchange between last segment and

Muitipie Load Scenario
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Mass Balance Period: 1 yr
Stream Inflow Data:
Drainage Mean Flow-Weighted
Area Flow Total P Concentration
Céranm Lrrn? b3 e b Ceranaria
2 L8N DN (LA 4 19,992 DL eridt 1Y
A 380 1,014 60 1980 conditions
A 380 1,014 120 1985 conditions
A 380 1,014 180 1998 conditions
B 100 300 167 1980, 1985, 1990 conditions
c 50 150 167 1980, 1985, 1990 conditions

Atmospheric total P Load = 30 kg/km’-yr

Precipitation rate = 0.7 m/yr
Evaporation rate = 1.0 m/yr
Reservoir total volume = 704 hm’
Reservoir total surface area = 40 km’
Reservoir total length = 30 km
Reservoir surface elevations constant

lictina nf innt vahiiae far Caca A4
wISUNG OF INPUL VAiues 07 vasSe &
Single Reserv, 3 Scenarios
ATHOSPRERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS  AVAILABILITY
VARIABLE KG/KM2-YR cv FACTOR
1 rraceDy nn nn nn
i CONSERV <UU .OU .Uu
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
5 INORG N .00 .00 .00
GLOBAL INPUT VALUES:
PARAMETER MEAN cv
PERIOD LENGTH YRS 1.000 .000
PRECIPITATION M .700 .000
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o

EVAPORATION M 1.000 .000
INCREASE IN STORAGE W 000  .00C
TRIBUTARY DRAINAGE AREAS AND FLOWS:
ID TYPE SEG NAME DRAINAGE AREA MEAN FLOW CV OF MEAN FLOW
KM2 HM3/YR
1 1 1 Stream A 1980 380.000 1014.000 .000
2 1 1 Stream B 1980 100.000 300.000 .000
3 1 1 Stream C 1980 50.000 150.000 .000
4 1 2 Stream A 1985 380.000 1014.000 .000
5 1 2 Stream B 1985 100.00¢0 300.000 .000
6 1 2 Stream C 1985 50.000 150.000 .000
7 1 3 Stream A 1990 380.000 1014.000 .000
8 1 3 Stream B8 1990 100.00¢0 300.000 .000
9 1 3 Stream C 1990 50.000 150.000 .000
TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV
1D CONSERV TOTAL P TOTAL N ORTHO P INORG N
1 .0/ .00 60.0/ .00 .07 .00 .0/ .00 .0/ .00
2 .0/ .00 167.0/ .00 .0/ .00 .07 .00 .07 .00
3 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .07 .00
4 .0/ .00 120.0/ .00 .0/ .00 .0/ .00 .0/ .00
5 07 .00 167.07 .00 .0/ .00 .07 .00 .07 .00
) .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
7 .0/ .00 180.0/ .00 .0/ .00 .0/ .00 .07 .00
8 .07 .00 167.07 .00 .07 .00 .6/ .00 .07 .00
9 .0/ .00 167.0/ .00 .0/ .00 .0/ .00 .0/ .00
MODEL SEGMENTS & CALIBRATION FACTORS
----------- CALIBRATION FACTORS -----------
SEG OUTFLOW GROUP SEGMENT NAME P SED N SED CHL-A SECCHI HOD DISP
1 0 1 1980 Conditions 1.00 1.00 1.00 1.00 1.00 1.000
Cv: .000 .000 .000 .000 .000 .000
2 0 2 1985 Conditions 1.00 1.00 1.00 1.00 1.00 1.000
cv: .000 .000 .000 .000 .0QQ .000
3 3 1990 Conditions 1.00 1.00 1.00 1.00 1.00 1.000
cv: .000 .000 .000 .000 .000 .000
SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN ZMIX ZHYP
ID LABEL KM KM2 M M M
1 1980 Conditions 30.00 40.0000 17.60 8.03/ .12 .00/ .00
2 1985 Conditions 30.00 40.0000 17.60 8.03/ .12 .00/ .00
3 1990 Conditions 30,00 40.0000 17,60 8,03/ .12 .00/ .00

SEGMENT OBSERVED WATER QUALITY: (none)

CASE NOTES:

single reservoir, spatially averaged

multinle load comnarisons

Pre 1020 CO 1SONS

each segment represents a different

year

Collection of Reservoirs, Spatially Averaged
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A }——-  RESERVOIR 1
B ——e- RESERVOIR 2
C —— RESERVOIR 3

Mass Balance Period: 1 yr

Reservoir Morphometry:

Surface Area Volume Length
Segment ___km*  _hw’ = _km
1 8 64 10
2 16 256 10
3 16 384 10

Stream Monitoring Data:

Drainage Mean Flow-Weighted
Area Flow Total P Concentration
Stream _km’ = hw’/yr ppb
A 380 1,014 60
B 100 300 167
c 50 150 167

Atmospheric total P load = 30 kg/km’*-yr
Precipitation rate = 0.7 m/yr
Evaporation rate = 1.0 m/yr

Reservoir surface elevations constant

Listing of input values for Case 5

Collection of reservoirs

ATMOSPHERIC LOADS & AVAILABILITY FACTORS:
ATMOSPHERIC-LOADS  AVAILABILITY

VARIABLE KG/KM2-YR cv FACTOR
1 CONSERV .00 .00 .00
2 TOTAL P 30.00 .00 1.00
3 TOTAL N .00 .00 .00
4 ORTHO P .00 .00 .00
5 INORG N .00 .00 .00
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GLOBAL INPUT VALUES:

PARAMETER MEAN cv
AVERAGING PERIOD YRS 1.000 .000
PRECIPITATION METERS .700 .000
EVAPORATION METERS 1.000  .000
STORAGE INCREASE METERS .000 .000
TRIBUTARY DRAINAGE AREAS AND FLOWS:

ID TYPE SEG NAME DRAINAGE AREA

KM2

1 1 1 Stream A 380,000

2 1 2 Stream B 100.000

3 1 3 Stream C 50.000
TRIBUTARY CONCENTRATIONS (PPB): MEAN/CV

ID CONSERV TOTAL P TOTAL N
1 .8/ .00 60.07 .00 .0/ .00

2 .0/ .00 167.07 .00 .0/ .00

3 .0/ .00 167.07/ .00 .07 .00

MODEL SEGMENTS & CALIBRATION FACTORS:

SEG OQUTFLOW GROUP SEGMENT NAME P SED
1 0 1 Reservoir 1 1.00
cv .000
2 0 2 Reserveir 2 1.00
cv .000
3 0 3 Reservoir 3 1.00
cv .000
SEGMENT MORPHOMETRY: MEAN/CV
LENGTH AREA ZMEAN
ID LABEL KM KM2 M
1 Reservoir 1 10.00 8.0000 8.00
2 Reservoir 2 10,00 14,0000 16,00
3 Reservoir 3 10.00 6.0000 24.00
SEGMENT OBSERVED WATER QUALITY:
SEG TURBID CONSER TOTALP TOTALN CHL-A S|
1/M ---  MG/M3 MG/M3 MG/M3
1 MN: .00 .0 .0 .0 .0
cv: .00 .00 .00 .00 .00
2 MN: .00 .0 .0 .0 .0
cv: .00 .00 .00 .00 .00
3 MN: .00 .0 .0 .0 .0
Cv: .00 .00 .00 .00 .00

CASE NOTES:
collection of reservoirs

spatially averaged

MEAN FLOW CV OF MEAN

HM3/YR

1014.000 .000
300.000 .000
150.000 .000
ORTHO P INORG
.0/ .00 .07 .00
.0/ .00 .0/ .00
.0/ .00 .0/ .00

CALIBRATION FACTORS

FLOW

N SED CHL-A SECCHI HOD DIsp
1.00 1.00 1.00 1.00 1.000
.000 .000 .000 .000 .000
1.00 100 1,00 1.00 1.000
.000 .000 .000 .000 .000
1.00 1.00 1.00 1.00 1.000

000 .000 .000 .000 .000
ZMIX ZHYP
M M
6.09/ .12 .00/ .00
7.87/ .12 .00/ .00
8.35/ .12 .00/ .00
ECCHI ORG-N TP-OP  HODV  MODV
M MG/M3 MG/M3 MG/M3-D MG/M3-D
.0 .0 0 .0 .0
.00 .00 .00 .00 .00
.0 .0 .0 .0 .0
.00 .00 .00 .00 .00
.0 .0 .0 .0 .0
.00 .00 .00 .00 .00
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The programs require an IBM-compatible PC with at least a 286 processor,
a math co-processor, and 3 megabytes of disk storage. At least 530 kilobytes
of conventional memory must be available for the programs to run.

Installation is initiated by inserting the distribution diskette in an appropri-
ate floppy drive and entering the following command:

>install c:

Note that drives other than ¢: may be substituted and that a parent directory can
be established (e.g., c:\models). The installation program creates destination
directories for each set of program fiies and instaiis fiies to appropriate direc-
tories. For instance, after issuing the command install c:, the foliowing occurs:
files are instalied in directory c:\flux

FILE files are installed in directory c:\profiie

BATHTUB files are installed in directory c:\bathtub

cotcataman s e o oo P, PO [T ISR oS IR o S
Assistance in the acquisition and implementation of the software is avail-
able by contacting:
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Phone: (601) 634-3659
Fax:  (601) 634-3713
E-mail: webmaster@limnos.wes.army.mil

Software and update messages are also available on the Internet:

http://limnos.wes.army.mil/software/

Appendix A Installation A1l



ppendix B
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cubic hectometers (hm?)

To cbtain values exprassed in

units of Multiply units expressed in By

Concantration grams/cubic meter (gm/m°) 1.000 x 10°

milligrams/cubic meter (mg/m°) micrograms/liter (ug/t) 1.000
milligrams/liter (mg/t) 1.000 x 10°

1.000

parts/million (ppm) 1.000 x 10°
pounds/gallon (Ib/gal) 1.198 x 10®

Flow acre-foot/day (acre-ft/day) 4.502 x 10"

cubic hectometers/year (hm®/year) cubic feet/second (ft°/s) 8.931 x 10"
cubic meters/second (m?/s) 3.154 x 10'
miilion gaiions/day {mgd) 1.382

Area acres (acres) 4.047 x 10°

square kilometers (km? hectares (ha) 1.000 x 1072
square feet (ft?) 9.294 x 0%
square meters (m?) 1.000 x 10°¢
square miles 2.590

Depth feet {ft) 3.048 x 10

meters (m) inches (in.) 2.540 x 107

Volums cubic meters {m°) 1.000 x 10°

acre-foot (acre-ft)

0.1234 x 10?2
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